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Abstract

Turbulent eddies play a critical role in oceanic flows. Direct measurements of turbulent eddy fluxes beneath the
sea  surface  were  taken  to  study  the  direction  of  flux-carrying  eddies  as  a  means  of  supplementing  our
understanding of vertical fluxes exchange processes and their relationship to tides. The observations were made
at 32 Hz at a water depth of ~1.5 m near the coast of Sanya, China, using an eddy covariance system, which mainly
consists of an acoustic doppler velocimeter (ADV) and a fast temperature sensor. The cospectra-fit method—an
established  semi-empirical  model  of  boundary  layer  turbulence  to  the  measured  turbulent  cospectra  at
frequencies below those of surface gravity waves—was used in the presence of surface gravity waves to quantify
the turbulent  eddy fluxes (including turbulent  heat  flux and Reynolds stress).  As  much as  87% of  the total
turbulent stress and 88% of the total turbulent heat flux were determined as being at band frequencies below
those of  surface gravity  waves.  Both the turbulent  heat  flux and Reynolds stress  showed a daily  successive
variation;  the  former  peaked  during  the  low  tide  period  and  the  later  peaked  during  the  ebb  tide  period.
Estimation of roll-off wavenumbers, k0, and roll-off wavelengths, λ0 (where λ0=2π/k0), which were estimated as the
horizontal length scales of the dominant flux-carrying turbulent eddies, indicated that the λ0 of the turbulent heat
flux was approximately double that of the Reynolds stress. Wavelet analysis showed that both the turbulent heat
flux and the Reynolds stress have a close relationship to the semi-diurnal and diurnal tides, and therefore indicate
the energy that is transported from tides to turbulence.
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1  Introduction
Turbulent eddies play a critical role in most environmental

fluid flows. The turbulent transfer of momentum by these eddies
modifies larger-scale velocity fluctuations by transferring bound-
ary forces through the water column (Kirincich et al., 2010). Heat
and momentum that are transported by turbulent eddies from
the surface to depth, dramatically affect the dynamics of the up-
per ocean. Furthermore, the heat and energy exchange that oc-
curs between large-scale water masses in the oceans are com-
pleted through the interaction of eddies of differing scales. Thus,
the direct observation of turbulent eddy fluxes is of great signific-
ance for improving the parameterization scheme of ocean mod-
els. High quality vertical eddy fluxes estimates are necessary to
formulate and test hypotheses regarding the dynamics of ocean
turbulence.

Turbulent eddy fluxes in fluid have been measured for dec-
ades (Priestley and Swinbank, 1947; Shang et al., 2003, 2004). One
of the most commonly used methods is the eddy covariance
technique, which measures the covariance between the turbu-
lent fluctuations of the transported quantity of interest (e.g., hori-
zontal momentum or temperature) and the fluctuations of vertic-
al velocity (Bowden and Fairbairn, 1956; Heathershaw, 1979).

Scientists have been using this technique to study the turbulent
fluxes at the bottom boundary layer of the ocean and to study
sediment transport in other natural aquatic environments, using
for example Reynolds stress and turbulence values, oxygen up-
take, submarine groundwater discharge, and dissolved organic
carbon benthic flux (Berg et al., 2003, 2007, 2009; Kuwae et al.,
2006; Crusius et al., 2008; Reimers et al., 2012; Yamamoto et al.,
2015). Oceanographic research has focused largely on the bot-
tom boundary layer; therefore, few studies have reported on the
eddy heat flux transported within the ocean (Gerbi et al., 2008).

At the sea surface, surface gravity waves dominate the energy
spectrum of the time series in most coastal ocean environments,
with wave orbital velocities being orders of magnitude greater
than those of turbulent eddies. Thus, small but unavoidable er-
rors in instrument orientation can result in wave-induced fluxes,
which are much larger than the eddy fluxes themselves (Trow-
bridge, 1998). Therefore, the use of the eddy covariance tech-
nique is limited in the presence of surface gravity waves. Direct
measurements of turbulent fluxes in the ocean with the effects of
surface gravity waves have become reliable only recently. Shaw
and Trowbridge (2001) estimated near-bottom, turbulence-in-
duced eddy fluxes in the presence of energetic wave motions with  
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a current meter array. Gerbi et al. (2008) developed the cospec-
tra-fit method and successfully measured heat and momentum
budgets across the air-sea interface in the mixed layer and as-
sessed the ability of rigid-boundary turbulence models beneath
the surface of the ocean. They found that the dominant horizont-
al length scales of flux-carrying turbulent eddies were consistent
with observations from the bottom boundary layer of the atmo-
sphere and from laboratory experiments. Recently, in applying
the cospectra-fit method, Kirincich et al. (2010) used velocity ob-
servations from acoustic doppler current profilers (ADCPs) to es-
timate turbulent Reynolds stress in estuaries and tidal channels.
Trowbridge et al. (2018) studied the cospectrum of stress-carry-
ing turbulence in the presence of surface gravity waves, and re-
vealed that the advection of standard boundary-layer turbulence
(from random oscillatory velocities produced by surface gravity
waves) causes cospectra in the ocean to differ from the shape that
has been established for the atmospheric surface layer.

Although turbulent eddy fluxes have been widely studied in
coastal regions, time series of turbulent eddy fluxes on a daily
basis have not been reported to date. Questions relating to how
the length scales of flux-carrying eddies contribute to eddy fluxes
are also unclear. Furthermore, the relationship between the tides
and turbulence eddy fluxes, including heat flux and Reynolds
stress, is still unknown. Tides are the basic dynamic characterist-
ics of the coastal ocean, and they have been verified as enhan-
cing the dissipation of turbulence and material exchange at the
coastal boundary layer (Lozovatsky et al., 2008). Routine estim-
ates of turbulent eddy fluxes in tidal flows would help in the eval-
uation of turbulence closure methods used in ocean numerical
models, as the former represent one of the largest sources of un-
certainty in the latter (Warner et al., 2005).

In this study, we observed the surf zone for two days and
measured vertical turbulent eddy fluxes using an eddy covari-
ance system. The aim was to study the length scales of eddies re-
sponsible for the transportation of vertical fluxes, including heat
and momentum, beneath the air-sea interface. We also ad-
dressed the relationship between small-scale turbulent eddy
fluxes and large-scale tides.

2  Materials and methods

2.1  Instrument and measurement
Measurements were conducted in the surf zone on the coast

of Sanya, China (18.22°N, 109.49°E, Fig. 1), over two days from

midday 5 September to 7 September 2013. Measurements were
made using an eddy covariance system consisting of an acoustic
doppler velocimeter (ADV; Vector-300, Nortek AS, Norway) and a
high-frequency sampling temperature probe. The eddy covari-
ance system was secured beneath the sea surface at a depth of
~1.5 m using a steel pole that had been fixed firmly to the seabed.
The total water depth of the observation station was ~4 m.

An ADV can measure three velocity components (u, v, and w)
at a frequency as high as 64 Hz, although the sampling frequency
can also be set to 1, 2, 4, 8, 16, or 32 Hz. Velocities were measured
in a small cylindrical volume (~1.5 cm long and ~0.6 cm in dia-
meter) located 15 cm away from three signal transmitters (Fig. 1).
The velocity measurement range was 0.01–7.0 m/s, with an ac-
curacy of ± 0.5%, which ensured an accurate measurement of
ocean turbulence. An inertial measurement unit was installed in
the ADV to measure the earth’s magnetic field and the accelera-
tion matrix of nine components. As it includes a tilt sensor, the
instrument could obtain heading information and could convert
velocity measurements to earth coordinates (E, N, and U). The
ADV also recorded temperature (a low frequencies), pressure,
and other variables for data quality selection.

An independently developed high-speed sampling temperat-
ure probe was used in the system for simultaneously measuring
the ocean temperature, and was installed outside of the focused
cylindrical volume of sonic pulse launched by the transmit trans-
ducers of the ADV. We note that it was not possible to position
the temperature probe inside the focused cylindrical volume, as
we wanted to avoid the false echoes of the physical object.
However, the focused cylindrical volume and the temperature
probe had to remain within a certain distance of each other in or-
der to capture the same eddies of turbulence. The temperature
probe had a response time of 7 × 10−3 s, the accuracy to reach 2× 10−3℃,
and a sampling frequency of up to 143 Hz.

In this study, the system was setup to the continuously re-
cording model, and energy was supplied by external batteries.
The sampling frequencies of the ADV and temperature probe
were set to 32 Hz.

2.2  The surface gravity wave and tidal currents
The observation system was secured in the surf zone, hence

the collected data was inevitably affected by surface waves. We
did not measure surface waves directly, however, this informa-
tion can be extracted by processing the pressure signal recorded
by the ADV. Firstly, the pressure signal was processed by one-
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Fig. 1.   Location of the measurement site (a), Diagram of observation system secured in the surf zone (b), and the mounting position
of ADV and temperature probe(c). The arrow in the inset of (a) indicates the tidal current direction.
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second low-pass filtering because of the low resolution of the
pressure sensor (~0.02×104 Pa) on the ADV (Fig. 2a). The low-
pass filtered data was then handled by five-minute high-pass fil-
tering (Fig. 2b), where the remainder indicates the effective wave
heights. Figure 2b shows that, during the period of observation,
the effective wave heights were within 0.3 m, and were smaller in
the nighttime in comparison to those in the daytime. The wave
periods mainly ranged from 3–7 s (Fig. 2a).

The semi-diurnal tide and diurnal tide signals were recorded
by the pressure sensor on the ADV, thus the water level fluctu-
ated twice a day (Fig. 2c). In our measurements, the tidal cur-
rents were relatively small, with the maximum component velo-
city <0.1 m/s (Fig. 2d). The direction of the tidal currents was to-
wards the southwest, which is parallel to the shoreline (arrow on
the left-hand side of Fig. 1). The ebb tide and low tide periods are
marked in Fig. 2 for the purpose of analysis (Section 3.2).

In the assumption of linear surface waves, the pressure signal

measured beneath the sea surface is highly related to the velocity
measurements (Mei, 1989). Figure 3a plots the vertical velocity
measured by the ADV in a 50 second segment and the partial de-
rivative of pressure versus time. Before the derivative processing
of the pressure data, the pressure signal was processed by low-
pass filtering for one second for its low resolution (Fig. 2a). Ver-
tical velocity was constant with the partial derivative of pressure,
with a linear fit coefficient of determination (R2) of 0.45, thus in-
dicating that the gravity surface waves induced motion. If the in-
fluence of surface waves is not excluded, the resultant turbulent
fluxes are unacceptable (Gerbi et al., 2008).

2.3  Original eddy heat flux
In the analysis, instantaneous values of temperature and ve-

locity in the x, y, and z directions are denoted by T and u, v, and
w, respectively. Because of the influence of surface waves, the ve-
locity and temperature observations were decomposed into
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Fig. 2.   The pressure and velocities were recorded by the ADV. One segment of raw pressure and 1 s low-pass filtering signals at
2013–09–05 10:00 (a), the pressure signal with 1 s low-pass and 5 min high-pass filtering processes (b), indicating the effective wave
height,  the  pressure  signal  with  5  min low-pass  filtering,  indicating the depth of  the  instrument  (c),  and zonal  velocities  (d),
respectively.
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mean, wave, and turbulent components, where the wave-in-
duced motions are defined as those that are coherent with dis-
placements of the free surface (Gerbi et al., 2008). The decom-
position for u is expressed by Eq. (1):

u = u+ ũ+ u′,

T = T+ T̃+ T′ , (1)

T̃ ũ, ṽ, w̃ T′

u′, v′,w′

with u being replaced by v and w for their decompositions. The
overbars represent a time mean over the time interval of flux cal-
culation,  and ( ) denote wave-induced motions, and 
and ( ) indicate turbulent components. We note that the
mean values of wave-induced perturbations and turbulent per-
turbations are zero. In practice, we decomposed the signals of
temperature and velocity into mean parts and fluctuation parts.
The fluctuation parts of the signal were further decomposed into
turbulent motions and wave motions. All the decompositions
were considered in the time domain.

The vertical turbulent heat flux, Qs, and the Reynolds stress, τ
(i.e., momentum flux), are calculated with turbulent velocity and
temperature covariances as shown by Eqs (2) and (3),

τ = −ρu′w′, (2)

Qs = ρCpT′w′, (3)

ρ

v = 

where  is the reference density and Cp is the specific heat of wa-
ter. Here the calculations (including separation and time aver-
aging) are made in 5 min intervals. Velocities in the time inter-
vals were rotated into downstream coordinates using the mean
flow velocity direction to fulfill the condition where , thus
only one direction of the Reynolds stress was considered.

2.4  The cospectra-fit method
It is difficult to derive the turbulent components of temperat-

ure and velocity with the influence of surface waves. Thus, the
direct use of Eqs (2) and (3) is limited. If the wave-induced com-
ponents are not excluded, the resulting covariances are typically
one-two orders of magnitude larger than the values expected
from the surface fluxes.

Gerbi et al. (2008) used an alternative approach, the cospec-
tra-fit method, to successfully estimate the acceptable turbulent
heat flux and Reynolds stresses from ADVs, deployed in the
mixed layer during conditions in which surface gravity waves ex-
isted and direct covariance failed. This method assumes that the

u′w′ T′w′

spectra of vertical velocity can be separated into the wave band
and the below-wave band turbulent motions by determining a
wave band cutoff frequency. Below this cutoff, motions are pre-
sumed to be dominated by turbulence, whereas above this cutoff,
motions are caused by a combination of turbulence and the
much more energetic surface waves. The method works by only
considering the cospectrum of  and  at frequencies be-
low the cutoff frequency, where the motions are dominated by
turbulence, and it fits a model to the observed cospectrum at
these frequencies to estimate the total stress and turbulent heat
flux present. The cospectra-fit method assumes that a semi-the-
oretical prediction of turbulence cospectra—as based on studies
of boundary layer turbulence in the atmosphere and oceans
(Kaimal et al., 1972; Wyngaard and Coté, 1972; Soulsby, 1980)
—appropriately describes the spectral shape of the Reynolds
stress and heat flux.

The one-side model cospectrum is defined by Eq. (4):

Coβw(k)
model

= β′w′model
(


π

sin
π


)
/k

+ (k/k)
/
, (4)

β′w′

where β is u or T, and the model-derived stress, heat flux, and co-
spectra are denoted by “model”. Here k = 2π/λ is the wavenum-
ber, λ is the wavelength, and k0 is a measure of the dominant
length scale of the turbulent fluctuations or the location of the
peak of the variance-preserving cospectrum. The model turbu-
lent cospectrum in Eq. (4) can be defined by two variable para-
meters: the model fitted covariance , and the roll-off
wavenumber, k0. Spectra of the semi-theoretical model are ap-
proximately constant at small wavenumber and roll-off as k–7/3 at
a high wavenumber (Fig. 4a). Further explanation includes that
the model describes turbulence created at a large length scale,
approximate to λ0 = 2π/k0, that cascades to smaller scales in an
inertial range with a logarithmic spectra slope of –7/3. A vari-
ance-preserving cospectrum is derived by multiplying the co-
spectrum by the wavenumber, k, where k0 defines the peak of the
model cospectrum (Fig. 4b). Additionally, the cumulative integ-
ral of the cospectrum (Fig. 4c)—the Ogive curve—increases with
increasing wavenumber to a maximum value equal to the total
Reynolds stress or turbulent heat flux at the highest wavenum-
bers. The Ogive curve is expressed by Eq. (5):

β′w′ =

∫ kmax


Coβw (k)dk. (5)

Time/s

−0.10

−0.05

0

0.05

0.10

−
∂p

/
∂t

 o
r 
w

/m
·s

−1
w-ADV

−0.10 −0.05 0 0.05 0.10
− ∂p/ ∂t/m·s−1

−0.10

−0.05

0

0.05

0.10

w
-A

D
V

/m
·s

−1

a b∂p/ ∂t

0 10 20 30 40 50

 

∂p/ ∂t ∂p/ ∂t
Fig. 3.   An example of the effect of surface waves on the vertical velocity measurement. a. Comparison of the vertical velocity, w,
measured by the ADV and the partial derivative of pressure versus time, – , and b. linear fitting between –  and w, where
the coefficient of determination, R2, is 0.45.

66 Qi Yongfeng et al. Acta Oceanol. Sin., 2020, Vol. 39, No. 3, P. 63–72  



One of the most critical steps of Gerbi’s cospectra-fit method
is to identify the cutoff frequency ωc (ωc = kcU, where kc is the
cutoff wavenumber and U is the horizontal velocity), which sep-
arates velocities in the wave band from the below-wave band tur-
bulent motions. kc is a property of the wave field whereas k0 is a

SADV
ww

Spresww

property of the turbulence. The cutoff frequency is obtained by
comparing the vertical velocity spectra, , which is derived
from the ADV and the vertical velocity spectra, , which in
turn is derived from pressure measurements (Figs 5a1, b1). In
our study, the pressure inferred vertical velocity was obtained by
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using the equation wpres=–∂p/∂t (Fig. 3a), where the pressure sig-
nals, p, were processed by low-pass filtering for one second. To
compare  and ,  was shifted to the level where the
maximum  within the surface gravity wave-influenced
wavenumber band was same as that of . The wave band
cutoff wavenumber, kc, is defined as the wavenumber where 
rises to 30% of  (Figs 5a1, b1). The wave band where  is
consistent with  is affected by surface gravity waves. At
wavenumbers higher than the overlap wave band,  increases
because of sensor noise. The upper inset in Fig. 5 shows that

was comparable to the –5/3 slope except for the wavenum-
ber band that was influenced by the gravity surface waves. By
multiplying the cospectrum by the wavenumber, k, we find the
observed variance-preserving cospectra to be in good agreement
with the model cospectra (Figs 5a2, b2), whereas for wavenum-
bers higher than kc, the observed cospectra are disordered and
depart from the model cospectra. The cutoff wavenumber, kc,
gives the minimum resolved length scale (λc = 2π/kc) of the be-
low-wave band turbulence. In our measurement, the minimum
length scale is generally larger than 0.1 m (Fig. 6), which is much
smaller than the result of Gerbi et al. (2008). The reason for this is
that the water speed was much slower in our case.

u′w′model
T′w′model

Cospectral estimation of turbulent fluxes explained by turbu-
lent motions,  and , were computed by fitting
the model cospectrum, shown in Eq. (4), to the observed below-
wave band cospectrum. One uncertainty of the cospectral estim-
ation was that the cutoff wavenumber, kc, falls in the turbulent
motion band. In our case, the model fit was limited because kc

was at least twice the model predicted value of k0, i.e., kc> 2k0, a
criteria that was not met by ~6% of the observed spectra.

σ

U
< 

σ

U
< 

By applying the cospectra-fit method, we obtain data that is
required to satisfy the Taylor’s frozen turbulence hypothesis,
whereby the observed results are spatially representative. The
frozen turbulence hypothesis must be satisfied in order to con-
vert the measured temporal domain to a spatial domain, such
that the spatial patterns of turbulent motion are carried past a
fixed point by a convection speed without any essential changes.

Gerbi et al. (2008) used the condition of  to make this re-

striction, where σ is the root-mean-square wave velocity and U is
the steady drift speed. In this study, 46% of the data did not meet

the requirement of . However, according to He and Zhang

(2006), who studied space-time correlations in turbulent shear
flows by using an elliptic model, despite the extreme condition of

vanishing mean water flows, the measurements are still spatially
representative. The elliptic model expands the space-time correl-
ation function in the Taylor series about the origin up to the
second order. Whereas the Taylor’s frozen flow hypothesis was
achieved by expanding the space-time correlation function with
one-order linear approximation. The elliptic model reveals that
the space-time correlations are mainly determined by the mean
convection velocity and the sweeping velocity. There are two ex-
treme cases of the vanishing sweeping velocity and vanishing
mean convection velocity. The study of He and Zhang (2006) in-
dicates that the measurements remain spatially representative
under both of these extreme cases in turbulent shear flows. For
the first case, the Taylor hypothesis holds that the sweeping velo-
city is relatively small in comparison to the mean convection ve-
locity. Whereas for the second case, the Taylor hypothesis col-
lapses and is not suitable for illustrating the problem of spatial
representation. Thus, in this study, all the data were preserved
based on the study of He and Zhang (2006).

3  Results and discussion

3.1  Quality of cospectra-fit estimates

T′w′model
u′w′model

Two tests were conducted to evaluate the cospectra-fit results
relative to the observations. Firstly, the observed below-wave
band variance-preserving cospectrum and the form predicted by
Eq. (4) were compared. The cospectral energies are normalized

by the model-estimated covariance,  or , and
grouped into bins by wavenumber. The wavenumbers are then
normalized using the model-estimated roll-off wavenumber es-
timates k0Tw and k0uw. With the normalizations, estimates of the
mean observed below-wave band cospectra fall close to the the-
oretical model cospectra (Fig. 7).

β′w′model

β′w′int

Secondly, the covariance estimated by the model-fit,
, and the covariance estimates computed by integrating

the measured cospectra below the wave band cutoff, ,

were compared as shown in Eq. (6):

β′w′int =

∫ kc


Coβw (k)dk. (6)

For the turbulent heat flux, the linear regression slope
between the model-fit results and the integrated results was 1.12
and the R2 was 0.96 (Fig. 8a). For the Reynolds stress, the linear
regression slope was 1.13 and the R2 was 0.93 (Fig. 8b). Both the
model-fit estimates of the turbulent heat flux and the Reynolds
stress were slightly larger than the integrated estimates. The reas-
on for this was a lack of estimates for the contribution of turbu-
lence in the above-wave band of the cutoff frequency. The res-
ults mean that in our measurements, at least 87% of the turbu-
lent covariance was explained by turbulence below the wave
band cutoff. The remaining 13% was explained by motions with
wavenumbers above the cutoff wave band.

3.2  The turbulent heat flux and Reynolds stress
The turbulent flux was calculated in 5 min intervals. This in-

terval was selected because it is sufficient for capturing most of
the flux, and because data in a longer time interval would suffer
much more easily from non-stationarity conditions. However,
stationarity is required for the application of turbulent flux calcu-
lation (Tennekes and Lumley, 1972; Katul et al., 2004).

Figure 9 shows the model fitted turbulent heat flux, Qs, and
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Fig. 6.   Histogram of the wave band cutoff wavenumber, kc, and
the corresponding cutoff length scale, λc.
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the Reynolds stress, τ, in our observation. The turbulent heat flux
varied from –70 W/m2 to 120 W/m2 with a daily successive vari-
ation. There was one positive peak during low tide periods, which
lasted from 15:00 to 21:00 on each day when the water level
reached the lowest value. In the low tide periods, the mean tur-
bulent heat fluxes were 14.5 and 19.1 W/m2 for the two days, re-
spectively. Outside of this period there were relatively small tur-
bulent heat fluxes, with mean value of –8.6 W/m2.

The Reynolds stress values, τ, also showed a daily successive
variation. However, this differed from the turbulent heat flux in
that the Reynolds stress peaks appeared in the ebb tide period
between 12:00 to 18:00 after the water level reached the highest
value. The mean peak values of τ were 0.057 N/m2 and 0.063 N/m2

for the two days, respectively, with a mean value of 0.02 N/m2 for
the period outside of the ebb tide, which only experienced one-
third of the peak periods. The water velocity had the same peri-
odic variation as the Reynolds stress, with a higher water velocity
corresponding to greater Reynolds stress and a lower water velo-
city corresponding to less stress (Fig. 2), thus indicating the en-
ergy contribution from the tidal current to the momentum flux.

Figure 10 shows a quadratic functional relationship between the
water velocities and the Reynolds stresses, as denoted by Eq. (7):

τ = .U + .U+ .. (7)

This means that the Reynolds stress increased non-linearly
with the velocity in the quadratic relationship.

The heat flux and Reynolds stress varied significantly in the
specific time periods, the former peaked during the low tide peri-
od and the later peaked during the ebb tide period, thus mean-
ing that they were transported by different scales of turbulence.
The roll-off wavenumber, k0 (Eq. (4)), estimated as part of the
model fit to the below-wave band cospectra, represents the hori-
zontal length scales of the dominant flux-carrying eddies. Figure 11
show the histogram of k0 for the heat flux and the Reynolds stress.
This shows most of the k0 smaller than 10 rad/m and the roll-off
wavelengths, λ0, larger than 0.63 m. The k0 of the Reynolds stress
tended to be larger than that of the heat flux, whereas the λ0 of the
Reynolds stress tended to smaller than that of the heat flux. Since
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the eddy covariance system was secured beneath the sea surface,
with the water level varying, we can calculate the variation in λ0

with depth. The λ0 increases with depth in a departure from the
boundary (Fig. 11b), which was similar to previous estimates by
Kirincich et al. (2010). Here, the λ0 of the turbulent heat flux is

generally larger than that of the Reynolds stress. For the Reyn-
olds stress, λ0 was ~1 m at a pressure >1.2 dbar. For the turbulent
heat flux, λ0 was approximately twice that of the Reynolds stress.

3.3  The relationship between tides and turbulent flux
During the observation period, the pressure signal recorded

by the ADV showed the characteristics of the regular and period-
ic changes (Fig. 2b). The water level rises and falls twice a day, at
higher tide and at low tide, thus indicating the feature of a diurn-
al tide and semi-diurnal tide. Tides are the basic dynamic charac-
teristics of the ocean. It has been verified that tides can enhance
turbulence dissipation and material exchange (Lozovatsky et al.,
2008). Whereas the relationship between tides and turbulence
flux, including heat flux and Reynolds stress, remains unclear.

To examine these relationships, we analyzed the data with the
wavelet analysis method; a major time-frequency decomposition
tool for data analysis. The wavelet transform can examine the sig-
nal simultaneously in both time and frequency, which is dis-
tinctly different from the traditional short-time Fourier trans-
form. The continuous wavelet transform of a discrete sequence
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Fig. 9.   Estimate of cospectra-fitted turbulent heat flux, Qs, and Reynolds stress, τ. The corresponding low tide and ebb tide periods are
marked.
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Fig. 10.   Plot of Reynolds stress, τ, versus water velocity, U. The
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xn is defined as the convolution of xn with the wavelet function
ψ0(η) (Torrence and Compo, 1998), as expressed by Eq. (8):

WX
n (S) =

√
δt
S

N−∑
n′=

xn′ψ

[
(n′ − n) δt

S

]
, (8)

ψ (η) = e−
η
 cos (η)

where n is the local time index, δt is the time interval of the signal
xn, and S the wavelet scale. By varying the wavelet scale and
translating along the localized time index, one can construct a
picture of the amplitude of any features versus the scale, and also
of how this amplitude varies with time. The Morl wavelet,

, was applied for the wavelet analysis in the

study.
The zonal velocity, U, was selected as the representative for

studying the wavelet analysis (Fig. 12a). Wavelet transforms of
the velocity (WU) are displayed in Fig. 12a corresponding to peri-
ods of 1–16 hours. When dealing with finite-length time series,
errors (edge effects) will occur at the beginning and end of the
wavelet power spectrum. The region affected by edge effects is
known as the cone of influence (COI), which is defined as the e−2

time for the auto correlation of wavelet power at each scale
(Grinsted et al., 2004). The COI is also overlain to highlight the re-
gion in which edge effects cannot be ignored. When the COI re-
gion was excluded, high wavelet coefficients with a period of ~12
hours (above the 5% significance level), indicated that the high
kinetic energy was dominated by a semi-diurnal signal, which is
the same as the features recorded by the pressure sensors (Fig. 2b).

Wavelet transforms of the measured eddy heat flux (WQ) and
Reynolds stress (Wτ) were also calculated (Figs 12b, c). The
highest wavelet coefficients of WQ correspond to ~11 hours, while
the highest wavelet coefficients of Wτ correspond to ~12 hours.
The discrepancy between these highest wavelet coefficients is
caused by the different scales of eddies that contribute to the tur-
bulent heat flux and Reynolds stress (Fig. 11).

Due to the short time of data acquisition, the edge effects ex-
clude the diurnal tide signals, which are displayed as high wave-
let coefficients of semi-diurnal tides. However, there were peaks
in a day for both turbulent heat flux and Reynolds stress (Fig. 9),
which were during the low tide and ebb tide periods, respect-
ively, thus indicating the diurnal signal. The high correlation
between the eddy fluxes and tides suggests that the heat and mo-
mentum were transported from the tides to the eddies.

4  Conclusions
The variance method framework for estimating stresses and

heat flux transported by eddies from ADV observations could be
an important tool for understanding ocean dynamics. However,
the direct eddy covariance method is inadequate in estimating
the eddy fluxes in the presence of surface gravity waves. Follow-
ing Gerbi et al. (2008), the cospectra-fit method provided an ac-
ceptable way to calculate the Reynolds stresses and turbulent
heat fluxes from ADV observations with the effects of surface
gravity waves. This method works by fitting an established semi-
empirical model of boundary layer turbulence to the measured
turbulent cospectra at frequencies below those of surface gravity
waves to estimate the stress and heat flux. In this study, as much
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as 87% of the total turbulent stresses and 88% of the total turbu-
lent heat flux existed at frequencies below those of surface grav-
ity waves.

The cospectra-fit method was applied to estimate the Reyn-
olds stresses and turbulent heat flux for a two-day observation
made at a depth of ~1.5 m beneath the sea surface at the coast of
Sanya, China. The observation system consisted of an ADV and a
fast temperature sensor. The results show that the turbulent heat
varied from –70 W/m2 to 120 W/m2 and that the Reynolds stress
varied from –0.15 N/m2 to 0.3 N/m2. Both the turbulent heat flux
and Reynolds stress had a daily successive variation, peaking
during the low tide periods that follow the highest water level and
during the ebb tide periods after the spring tide, respectively. The
discrepancy between the peak periods for the turbulent heat flux
and Reynolds stress indicates the differing scales of eddies that
contributed to them. The roll-off wavenumbers, k0, and roll-off
wavelengths, λ0 (where λ0 = 2π/k0), that were derived from the co-
spectra-fit method, estimate the horizontal length scales of the
dominant flux-carrying turbulent eddies. The λ0 of the turbulent
heat flux was approximately double that of the Reynolds stress.

Wavelet analysis was applied to study the relationship
between the turbulent heat flux and Reynolds stress and large-
scale tides. Both the turbulent heat flux and Reynolds stress
showed a close relationship to the semi-diurnal and diurnal
tides, and therefore indicate the energy that is transported from
tides to turbulence.
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