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Abstract

Synthetic aperture radar (SAR) images play an increasingly important role in ocean environmental monitoring
and research. However, SAR images are inherently corrupted by speckle noise. SAR ocean images have some
unique characteristics. The signatures of ocean phenomena in SAR images mainly exhibit as stripe or plaque
shaped features. These features typically have a high degree of self-similarity or redundancy. The nonlocal means
(NLM) method can measure the structural similarity between different image patches and take advantage of
redundant information in images. Considering that the NLM algorithm is computationally intensive and time-
consuming, an accelerated NLM algorithm for SAR ocean image despeckling is proposed in this paper. A method
is used to discriminate between texture and flat pixels in SAR images. Large similarity and search windows are
used on texture pixels, whereas small similarity and search windows are used on flat pixels. Furthermore, the
improved NLM algorithm is accelerated by a graphic processing unit (GPU) based on the compute unified device
architecture  (CUDA)  parallel  computation  framework.  The  computational  efficiency  is  improved  by
approximately 200 times.
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1  Introduction
Since the Seasat satellite was launched in 1978, scientists

have unexpectedly found that synthetic aperture radar (SAR) can
provide a unique perspective of the ocean surface. Spaceborne
SAR can monitor a large area of the ocean surface with high spa-
tial resolution under all sunlight and weather conditions (Yang et
al., 2010; Wang et al., 2013). It can capture various dynamic
oceanographic phenomena, such as surface waves, swells, fronts,
eddies, internal solitary waves, upwellings and oil slicks (Johan-
nessen et al., 1996; Liu et al., 1998; Solberg et al., 2007; Zheng et
al., 2007; Li et al., 2014). Furthermore, SAR images can also be
used to extract the parameters of ocean phenomena (Alpers et
al., 2013; Shen et al., 2014). At the present time, spaceborne SAR
images are one of the most important tools for marine environ-
mental monitoring and research.

However, SAR images are inherently corrupted by speckle
noise, which is caused by the coherent nature of sensor and sig-
nal processing. Speckle noise dramatically degrades image qual-
ity and makes target detection, classification and tracking more
difficult. Speckle noise is typically modeled as multiplicative
Rayleigh noise. Compared with typically additive noise, multi-
plicative noise is more difficult to be suppressed without blurring
fine features in SAR images.

Scientists have proposed many despeckling methods during
the past decades. These methods are generally classified into two
categories: multilook incoherent averaging and post-image-

formation filtering. Multilook averaging methods provide a sup-
pression of speckle, but cause a reduction in spatial resolution.
Therefore, post-image-formation methods were developed to
overcome this disadvantage. Generally, these methods can be di-
vided into two approaches: spatial domain filtering and trans-
form domain filtering. Classical spatial domain despeckling tech-
niques, such as the Lee filter (Lee, 1980), Frost filter (Frost et al.,
1982), Kuan filter (Kuan et al., 1987), and Gamma maximum a
posteriori filter (Lopes et al., 1990) are based on local prior stat-
istical knowledge about speckle noise; however, they fail to pre-
serve texture if the statistical descriptions of speckle are inaccur-
ate. Other spatial domain filtering methods and partial differen-
tial equation-based filtering methods have also been proposed by
scientists (Wu and Maitre, 1992; Walessa and Datcu, 2000; Kerv-
rann et al., 2007; Aubert and Augol, 2008). However, these meth-
ods also exhibit limitations in heterogeneous areas. Together
with the great breakthrough made by wavelet and multiscale
analysis, many transform domain filtering methods have been
proposed. In transform domain filtering, images are first trans-
formed into a domain other than spatial, and then domain spe-
cific properties are exploited to process images (Argenti and Al-
parone, 2002; Xie et al., 2002; Achim et al., 2003; Foucher et al.,
2006; Li et al., 2011). These methods achieve very good despeck-
ling results.

Most traditional despeckling methods encounter two com-
mon shortcomings. First, only local statistical information is con-  
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sidered and the restored value of a pixel is obtained as the aver-
age of its neighboring pixels. Second, the structural patterns and
textural information in an image generally are neglected. In fact,
most images contain many similar structural patterns. Buades et
al. (2005) proposed a distinctive denoising approach called non-
local means (NLM), which is based on the concept that any noisy
pixel located at the center of an image patch may be denoised by
building relevant statistics from other patches that have similar
structures and locate at anywhere in the image. The method can
efficiently decrease noise while preserving fine structures (Par-
rilli et al., 2012; Zhong et al., 2014). Then, many improved NLM
algorithms were developed (Dabov et al., 2007; Kervrann et al.,
2007; Katkovnik et al., 2010; Deledalle et al., 2012).

However, the improvement in image quality comes at the ex-
pense of increasing computational complexity, which makes the
standard NLM algorithm impractical for real applications. Many
speed-up strategies are proposed by scientists. Wang et al. (2006)
reduced the computational cost by introducing an efficient
summed square image scheme and fast Fourier transform. In the
method of Bilcu and Vehvilainen (2007), pixels are preclassified
and the weights are computed only for similar pixels. Vignesh et
al. (2010) proposed a speed-up technique based on probabilistic
early termination to eliminate dissimilar blocks. Xue et al. (2013)
used the cosine integral image method to reduce the computa-
tional complexity of the standard NLM algorithm. Furthermore,
scientists have proposed several parallel implementations of the
NLM algorithm using graphic processing units (GPUs) (Goos-
sens et al., 2010; Márques and Pardo, 2013; Cuomo et al., 2014;
Feng et al., 2016).

Ocean phenomena mainly exhibit as stripe or plaque shaped
structures in SAR images. These features typically have high self-
similarity. Therefore, the NLM method is an appropriate method
to process SAR ocean images. The information is mainly con-
veyed by intensities or textures (points or edges) in SAR images in
applications such as target detection, classification, and tracking.
Considering that the standard NLM algorithm involves huge cal-
culations, a speed-up strategy is proposed in this paper. A meth-
od is used to discriminate between texture and flat pixels in SAR
images, and the indices of texture and flat pixels are obtained.
According to the indices, different sizes of similarity and search
windows are used on the texture and flat pixels, respectively. Fur-
thermore, the developed NLM algorithm is implemented using a
GPU based on the compute unified device architecture (CUDA)
parallel computation framework. Experimental results demon-
strate that the time performance of the developed algorithm is
improved by approximately 200 times compared with a straight-

forward central processing unit (CPU) implementation of the
standard NLM algorithm.

This paper is organized as follows. In Section 2, the NLM al-
gorithm is introduced. In Section 3, a method to discriminate
between texture and flat pixels in SAR images is described. The
GPU implementation of the rapid NLM algorithm is proposed in
Section 4. Experimental results, discussion, and conclusions are
presented in Sections 5 and 6.

2  Nonlocal means method

a
a b b

Most existing despeckling methods only consider the local
statistical information of pixels. However, pixels typically do not
exist in isolation but constitute structural patterns with surround-
ing pixels. To introduce the NLM method, we first provide the
definition of an image patch: An image patch consists of a pixel
and its neighboring pixels. Compared with a single pixel, an im-
age patch contains more textural information. Most natural im-
ages typically contain abundant similar textural structures. As
shown in Figs 1a and b, the textural structures in Patches  and

 are similar to those in Patches  and , respectively.

b

a c
L M

N

The NLM algorithm simply attempts to take advantage of the
high degree of self-similar redundancy in any natural image. The
method also attempts to suppress speckle by calculating the
weighted average of pixels. The main idea of the algorithm is as
follows: For any Pixel L in a noisy image, the algorithm searches
the entire image, for Pixel M, if it is similar to Pixel L, then it is as-
signed a large weight; otherwise, it is assigned a small weight.
The similarity between pixels depends on the structural similar-
ity of the image patches in which the pixels are located. For ex-
ample, as shown in Fig. 1a, the texture of image Patch  is more
similar to that of Patch  than that of Patch . Therefore, when
the NLM algorithm restores Pixel , the weight of Pixel  is
greater than the weight of Pixel . The scenario in Fig. 1b is sim-
ilar to that in Fig. 1a.

u(X)
Ω ⊂ R X = (x, x) ∈ Ω

Nx

Next, we provide a mathematical introduction of the NLM al-
gorithm. Consider a noisy image , which is defined in a
bounded domain , where . To measure
the structural similarity between pixels, we introduce the concept
of the neighborhood of a pixel. In Ω, define subset  as the
neighborhood of Pixel X. It needs satisfy the following conditions:

X ∈ Nx(1) ; and
Y ∈ Nx X ∈ Ny(2) if , then .

Nx

u(Nx) u(Ny)

The neighborhood of a pixel can have different sizes and
shapes in a practical application. In this paper, subset  is also
called the similarity window of Pixel X. Let  and  be the

a b

N1

L1

M1

a1

b1c1

N2
L2

M2

a2

b2

c2

 

L1 M1 N1 L2 M2 N2 a1 b1 c1

a2 b2 c2

Fig. 1.   Two noisy SAR ocean images. , , , ,  and  denote the positions of six pixels in subfigures (a) and (b). , , ,
,  and  denote six image patches in subfigures (a) and (b).
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X Y
u(Nx) := {u(X)|X ∈ Nx} u(Ny) := {u(Y)|Y ∈ Ny}

X Y
u(Nx) u(Ny)

image patches in which Pixels  and  are located. They are
defined as  and .
Then, the structural similarity between Pixels  and  is repres-
ented by the structural similarity between  and .

u(Nx)

u(Ny)

The structural similarity between image patches  and
 is measured by the Gaussian weighted Euclidean distance:

(Ga ∗ |u(X+ .)− u(Y+ .)|)()

=

∫
R

Ga(T) |u(X+ T)− u(Y+ T)|dT, (1)

T ∈ Ω Ga

a
where  and  is a Gaussian kernel with standard deviation
(STD) , which is defined as

Ga(T) =


πa
e−|T|/(a). (2)

The filtered value using the NLM algorithm is computed as a
weighted average of all the pixels in Ω:

NL(u)(X) =


c(X)

∫
Ω
e−

(Ga∗|u(X+.)−u(Y+.)|)()
h u(Y)dY, (3)

h
c(X)

where  is the filtering parameter that controls the decay of the
exponential function and  is the normalized factor given as

c(X) =
∫
Ω
e−

(Ga∗|u(X+.)−u(Z+.)|)()
h u(Y)dZ. (4)

u(i) i ∈ I

NL(u)(i)

For a convenient application, we consider an image defined
on discrete grid I. Given discrete noisy image , , the
filtered value  is given as

NL(u)(i) =
∑
j∈I

w(i, j)u(j), (5)

w(i, j) i

j
where weight  depends on the similarity between Pixels 
and , which is given as

w(i, j) =


Z(i)
e−

∥u(Ni)−u(Nj)∥

,a
h , (6)

 < w(i, j) < 
∑
j

w(i, j) =  ∥u(Ni)−

u(Nj)
∥∥

, a
Z(i)

which needs to satisfy  and , 

 is a Gaussian weighted Euclidean distance, and  is a

normalizing factor:

Z(i) =
∑
j

e−
∥u(Ni)−u(Nj)∥

, a
h . (7)

M×M

d× d s× s
O(dsM)

For computational purposes, we typically do not search the
entire image but control the similarity search in a particular area
called the search window. In practice, similarity and search win-
dows are typically chosen as square windows. The NLM al-
gorithm involves high computational complexity. For an 
noisy image, if the sizes of the similarity and search windows are
set to  and , respectively, then the computational cost
of the algorithm is .

3  Discriminate between texture and flat pixels
The superior performance of the NLM method is achieved at

the cost of high computational complexity, which makes the al-
gorithm impractical for processing entire SAR images. In this sec-
tion, a fast NLM computational scheme is introduced by adapt-
ively adjusting the sizes of the similarity and search windows.

× 

ḡk k

ḡk

For each pixel in a noisy SAR ocean image, with the pixel as
the center, a rectangular window is chosen. In this paper, the di-
mension of the rectangular window is chosen as . As
shown by the red arrows in Fig. 2a, four mean gray values are cal-
culated along four directions in each rectangular window. The
mean gray values are denoted as , where =1, 2, 3, 4 represent
the four directions. Next, the sums of the absolute differences of
gray values between each pixel and mean gray values  are cal-
culated along four directions:

fk =

N

N∑
i=

|gi, k − ḡk|, (8)

gi, k
N

fmax

where  is the gray value of the i th pixel in the k th direction
and =17 is the width of the rectangular window. Finally, the
maximum gray value difference  is

fmax = max {f, f, f, f} . (9)

fmaxIf  is larger than a given threshold, the rectangular win-
dow is considered as a texture region; otherwise, it is considered
as a flat region. As a result, the pixel at the center of the rectangu-
lar window is considered as a texture pixel or flat pixel. When the
SAR image is processed by the NLM method, large similarity and
search windows are used on texture pixels, whereas small win-
dows are used on flat pixels.

The next question is how to determine the threshold. For a
given noisy SAR ocean image, a homogenous region is selected in
advance. The sum of absolute differences of gray values between
each pixel and the mean gray values are calculated:

f =

N

N∑
i=

|gi − ḡ|, (10)

N
ḡ gi

.f

where  is the total number of pixels in the homogenous region,
 is the mean gray value of the homogenous region, and  is the

gray value of the ith pixel. In this paper, the threshold is set to
. As shown in Fig. 2b, texture pixels are detected and painted

purple for the image in Fig. 1a. Experiments demonstrate that

a

b

 

17£ 17

Fig. 2.   The diagram of the detector and the detection result for a
SAR image. a. Four directions for texture and flat pixel detection;
b. texture pixels are painted purple. The dimension of the rectan-
gular window is set to .
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texture pixels can be effectively determined by the method.

4  GPU implementation of the improved NLM algorithm
CUDA was released by the NVIDIA Corporation in 2006. With

the help of the new general purpose computing platform and
programming model, we can use the parallel computing engine
of GPUs to solve complicated computations. CUDA comes with a
software environment in which the developer can use a C-like
language rather than a graphic application programming inter-
face (API) for general purpose computing.

The NLM algorithm involves a large number of calculations.
However, the calculations are mainly consumed in calculating
the Euclidean distances between patches and the normalizing
factors. Additionally, these calculations are completely inde-
pendent. Therefore, the NLM algorithm is suited to be acceler-
ated using GPUs. The indices of texture and flat pixels can be ob-
tained using the method introduced in Section 3. The calcula-
tions are also independent for each pixel. Large similarity and
search windows are used on texture pixels, whereas small win-
dows are used on flat pixels.

In the implementation, the serial codes are executed on the
host, whereas the parallel codes are executed on the device. The
procedure can be briefly described as follows: (1) a SAR image is
read into host memory; (2) the SAR image is transferred to the
device; (3) the coordinates of local windows are mapped to the
indices of threads, the variations of gray values along four direc-
tions are calculated by different threads, and the indices of tex-

ture and flat pixels are determined; (4) the indices of image
patches are mapped to the indices of threads, and the Euclidean
distances between different patches and the normalizing factors
are calculated by different threads; and (5) the gray values of
pixels are revised by the weighted average.

× ×

×

The algorithm was implemented on a computer with a 3.4 GHz
dual-core Intel(R) Core(TM) i7-4930K CPU, 32 GB RAM, and
NVIDIA GeForce GTX TITAN Z GPU. For the proposed NLM al-
gorithm, the similarity and search windows for texture pixels
were set to 21×21 and 7×7, respectively, whereas the similarity
and search windows for flat pixels were set to  and ,
respectively. For the standard NLM algorithm, the search and
similarity windows were set to 21×21 and , respectively. The
experiments demonstrated that the computational efficiency im-
proved by approximately 200 times over a plain CPU implement-
ation of the standard NLM algorithm.

5  Results
The despeckled results of the proposed accelerated NLM al-

gorithm for different SAR ocean images are presented in this sec-
tion. For comparison, the processed results of the standard NLM
algorithm, Lee and Frost filters are also be presented.

Figure 1 shows two noisy SAR ocean images. Figures 1a and b
show the signatures of ship wakes of four ships and oil films on
the sea surface, respectively. Because of the inherent character-
istics of fluid, the signatures of ocean phenomena in SAR images
are mainly displayed as stripe or plaque shaped features.

a b

c d

 

Fig. 3.   Despeckled results for the image in Fig. 1a using the Lee filter (a), Frost filter (b), standard NLM algorithm (c), and proposed
accelerated NLM algorithm (d). The red rectangle indicates the position of an approximately homogeneous region, which was used to
calculate the STD and equivalent number of looks for the original noisy image and despeckled images, respectively.

  Zha Guozhen et al. Acta Oceanol. Sin., 2019, Vol. 38, No. 11, P. 140–148 143



×

×

Figures 3a–d show the despeckled results of Fig. 1a for visual
inspection. Figure 3a shows the despeckled result of the Lee filter
with a  window. It can be observed that speckle noise was
suppressed to a certain extent. However, some block artifacts
were introduced in homogeneous areas and some tiny details
were smoothed. Figures 3b shows the despeckled results of the
Frost filter with a  window. Speckle noise in homogenous
areas was not suppressed effectively. The Frost filter also intro-
duced blurring effects, but less intensely than the Lee filter.
Figures 3c and d show the despeckled results of the standard
NLM algorithm and the proposed accelerated NLM algorithm,
respectively. We observe that both algorithms demonstrated
good performance in terms of speckle reduction and detail pre-
servation. Compared with the above two methods, speckle noise
in the homogenous regions was efficiently removed. Further-
more, the despeckled result of the proposed speed-up NLM al-
gorithm demonstrated good visual quality, but with higher com-
putational efficiency.

Figures 4a–d provide the despeckled results of the Lee filter,
Frost filter, standard NLM algorithm, and proposed fast NLM al-
gorithm for the image in Fig. 1b. The Lee filter reduced speckle in
homogeneous regions, but blurred fine edges and lines, and ten-
ded to introduce artifacts in homogenous regions. The Frost fil-
ter also blurred tiny details and thin lines, and the smoothness of
homogeneous regions was not satisfying. The standard NLM al-
gorithm not only smoothed homogenous regions, but also well

preserved texture in the SAR image. The proposed improved
NLM algorithm also effectively smoothed homogeneous regions
while keeping textures, but with a lower computational cost.

For quantitative performance evaluations, the STD and equi-
valent number of looks (ENL) are calculated for original and pro-
cessed images, respectively. The STD is given as

σ =

√√√√ 
N

N∑
i=

(xi − μ), (11)

N xi i
μ

where  is the image dimension,  is the gray value of Pixel ,
and  is the mean value of the image. Typically, a large STD cor-
responds to a higher noise level. The ENL is defined as

ENL =
μ

σ
. (12)

The ENL measures the degree of speckle reduction in a ho-
mogenous region. Typically, a higher ENL value corresponds to
better speckle suppression. The value of the ENL typically de-
pends on the size and location of the tested region. Theoretically,
the tested region should be sufficiently large to provide a robust
estimation of the ENL and meet the homogenous hypothesis in it.

As shown in Figs 3a and 4a, two approximately homogeneous
regions were chosen and indicated by two red rectangles. The

a b

c d

 

Fig. 4.   Despeckled results of the image in Fig. 1b using the Lee filter (a), Frost filter (b), standard NLM algorithm (c), and proposed
accelerated NLM algorithm (d). The red rectangle indicates the position of an approximately homogeneous region, which was used to
calculate the STD and equivalent number of looks for the original noisy image and despeckled images, respectively.
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STD and ENL for the two original noisy images and despeckled
images, respectively, were calculated on these areas. The results
are listed in Tables 1 and 2, respectively. We can see that the Lee
and Frost filters also obtained better quantitative performance
than the original noisy SAR images. The standard NLM al-
gorithm presented the best results for the STD and ENL at the ex-
pense of increasing the computational complexity. The quantit-
ative performance of the proposed fast NLM algorithm was also
good, but slightly worse than the standard NLM algorithm. The
reason for this is as follows: because the two parameters were cal-
culated on flat regions, small similarity and search windows were
used by the proposed NLM algorithm. However, the computa-
tional cost of the proposed algorithm greatly improved com-
pared with the standard NLM algorithm. Considering the visual
and quantitative assessments, we found that the method pro-
posed in this paper had good despeckling ability. It not only sup-
pressed speckle noise, but also preserved the fine details in SAR
images.

Figures 5a and 6a show two noisy SAR ocean images, which
demonstrate the signatures of oil films on the sea surface and an
eddy, respectively. The two red rectangles indicate the positions
of two approximately homogeneous regions. Figures 5b–d and
6b–d show the despeckled results of the Lee filter, Frost filter, and
proposed fast NLM algorithm, respectively. As discussed above,
the Lee and Frost filters did not sufficiently overcome the short-
comings of blurring texture and reducing speckle. The proposed
algorithm simultaneously well preserved details and smoothed

homogeneous areas. Tables 3 and 4 present the results of the

STD and ENL. Finally, we found that the proposed NLM al-

gorithm presented a good compromise between smoothing and

edge preservation, with economic time cost.

Table 5 presents a comparison of the execution time between

the proposed accelerated NLM algorithm and the standard NLM

algorithm. The dimensions of Figs 3a, 4a, 5a and 6a are all

512×512. For each case, the proposed accelerated NLM al-

gorithm and the standard NLM algorithm ran 100 and 5 times,

respectively. The average execution time was calculated and is

listed in Table 5. The unit of the execution time is seconds.

Table 1.     Quantitative measurements for Fig.  1a and the four
despeckled images in Fig. 3

Original
image

Lee
filter

Frost
filter

Standard
NLM

Accelerated
NLM

STD 33.4 18.3 16.8 11.3 11.6

ENL 12.3 66.4 48.8 209.4   196.4  

Table 2.     Quantitative measurements for Fig. 1b and the four
despeckled images in Fig. 4

Original
image

Lee
filter

Frost
filter

Standard
NLM

Accelerated
NLM

STD 42.8 23.2 22.1 15.2 15.8

ENL 12.1 63.4 45.6 91.4 84.9

a b

c d

 

Fig. 5.   Signatures of oil films on the sea surface. a. Original noisy SAR image; b. despeckled result of the Lee filter; c. despeckled result
of the Frost filter; and d. despeckled result of the proposed accelerated NLM algorithm. The red rectangle indicates the position of an
approximately homogeneous region.
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6  Discussion and conclusions
SAR images are widely used in various fields of ocean science

and engineering. This paper is mainly concerned with speckle

suppression in applications such as automatic target detection,

classification, and tracking. We attempted to improve the read-

ability of SAR images for detecting objects and regions of interest.
SAR images are also a popular tool for the retrieval of sea surface
wind fields and waves. We are uncertain about the impact of the
NLM despeckling on these applications. By exploiting image self-
similarity, the NLM algorithm removes speckle noise by building
statistical averaging of pixels that have similar textural structures
for image patches. It is not clear whether the useful information
for the retrieval of sea surface wind fields and waves may be dis-
torted during filtering operations. Furthermore, what feature or
feature vector is selected to measure the similarity between im-
age patches is an important issue. More studies on this issue
need to be conducted on in future work.

A rapid NLM algorithm for SAR ocean images despeckling is
introduced in this paper. Each pixel does not exist in isolation but
constitutes a textural structure with surrounding pixels in a SAR
image. For each pixel, a local window is chosen with the pixel as
the center. The pixel is considered as a flat pixel if the gray values
vary smoothly among pixels in the window; otherwise, it is con-
sidered as a texture pixel. Mathematically, gray gradients are cal-
culated along four directions. If the maximum gray gradient is
larger than a predetermined threshold, then the pixel is con-
sidered as a texture pixel; otherwise, it is considered as a flat
pixel. The above calculations are independent for each pixel.
Thus, the indices of texture and flat pixels are obtained. Accord-
ing to the indices, different sizes of similarity and search win-
dows are used on texture and flat pixels during NLM despeckling,

Table 3.   Quantitative measurements for Fig. 5
Original

image
Lee

filter
Frost
filter

Standard
NLM

Accelerated
NLM

STD 38.3 26.3 24.4 18.6 18.7

ENL   8.8 23.9 21.8 34.7 34.6

Table 4.   Quantitative measurements for Fig. 6
Original

image
Lee

filter
Frost
filter

Standard
NLM

Accelerated
NLM

STD 46.7 21.8 23.8 19.4 20.1

ENL 17.4 61.1 57.4 91.3 84.4

Table 5.     Execution time of the proposed accelerated NLM al-
gorithm and the standard NLM algorithm

Fig. 3a Fig. 4a Fig. 5a Fig. 6a

Execution time ofstandard
NLM algorithms/s

16.077 16.077 16.077 16.077

Execution time ofproposed
NLM algorithms/s

  0.076   0.081   0.083   0.078

a b

c d

 

Fig. 6.   Signatures of an eddy. a. Original noisy SAR image; b. despeckled result of the Lee filter; c. despeckled result of the Frost filter;
and d. despeckled result of the proposed accelerated NLM algorithm. The red rectangle indicates the position of an approximately
homogeneous region.
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respectively. Furthermore, the calculations consumed in calcu-
lating the Euclidean distances between patches and the normal-
izing factors are independent. The computational complexity of
the developed NLM algorithm is reduced by introducing a
CUDA-based GPU implementation of the algorithm. The pro-
posed NLM despeckling algorithm presents a good compromise
between smoothing and edge preservation with economic com-
putational cost. Experiments demonstrated that computational
efficiency improved by approximately 200 times over a plain CPU
implementation of the standard NLM algorithm.
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