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Abstract

Air–sea exchange plays a vital role in the development and maintenance of tropical cyclones (TCs). Although
studies have suggested the dependence of air–sea fluxes on surface waves and sea spray, how these processes
modify those fluxes under TC conditions have not been sufficiently investigated based on in-situ observations.
Using continuous meteorological and surface wave data from a moored buoy in the northern South China Sea,
this study examines the effects of surface waves and sea spray on air–sea fluxes during the passage of Typhoon
Hagupit. The mooring was within about 40 km of the center of Hagupit. Surface waves could increase momentum
flux to the ocean by about 15%, and sea spray enhanced both sensible and latent heat fluxes to the atmosphere,
causing Hagupit to absorb 500 W/m2 more heat flux from the ocean. These results have powerful implications for
understanding TC–ocean interaction and improving TC intensity forecasting.
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1  Introduction
Momentum and heat exchanges between the atmosphere

and ocean are critical in the process of tropical cyclones’ (TCs,
also known as typhoons) development (Emanuel, 1988). Surface
fluxes can be directly observed though turbulence-involved
sensors under weak and moderate wind conditions (Gerbi et al.,
2008; Li et al., 2013; Wang et al., 2013). The exchange coefficients
(characterizing exchange efficiency) for sensible and latent heat
fluxes are almost independent of wind (10-m neutral) speed up
to 25 m/s, whereas the exchange coefficient for momentum (the
drag coefficient) increases quasi-linearly with speeds up to 32
m/s (Smith, 1988). At present, direct in-situ measurements of
air–sea turbulent fluxes are restricted to wind speeds less than 32
m/s, and these direct measurements are available from towers
(Gerbi et al., 2008), buoys (Potter et al., 2015), or aircraft (French
et al., 2007; Drennan et al., 2007).

Because there is no directly observed momentum flux for
wind speeds greater than 32 m/s, such fluxes under strong wind
conditions are generally deduced from environmental paramet-
ers that have a much lower frequency than turbulence. Through
analyzing the atmospheric wind profile and computing air–sea
momentum flux, Powell et al. (2003) discovered the well-known
phenomenon that the surface drag coefficient levels off as wind
speeds increase above 33 m/s. This phenomenon was supported

by indirect estimation via oceanic measurement (Jarosz et al.,
2007) and laboratory study (Donelan et al., 2004). The recent
work of Potter et al. (2015) presented new evidence of a level-off
at wind speeds greater than 22 m/s from direct flux measure-
ments of a moored buoy. This result agrees with Powell et al.
(2003)'s discovery, but their level-off was at a lower wind speed.
Maximum 30-min sustained wind speeds recorded in Potter et al.
(2015) were 26 m/s; however, under most TC conditions, speeds
are greater than that. The disagreement in level-off at various
wind speeds in different studies calls for further exploration of
momentum flux under the strong winds of TCs.

Direct measurements of air–sea turbulent heat fluxes are even
more difficult than those of momentum fluxes under strong
winds. One possible reason is that the turbulence sensors of tem-
perature and vapor are not as accurate as those of velocity fluctu-
ations (Pedreros et al., 2003). The ONR-sponsored Coupled
Boundary Layer Air–Sea Transfer (CBLAST) Hurricane Program
made the first ever direct measurements of turbulent heat fluxes
within a hurricane boundary layer (French et al., 2007; Drennan
et al., 2007; Zhang et al., 2008). The CBLAST field observations
gave sensible heat and enthalpy flux for 10-m wind speeds up to
30 m/s, which substantially extended the range of air–sea flux
measurements and allowed estimation of the enthalpy exchange
coefficients at wind speeds near hurricane force. However, the  
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ratio of the exchange coefficient of enthalpy flux to the drag coef-
ficient measured in the CBLAST field was considerably below the
threshold for hurricane development suggested by Emanuel
(1995) (Zhang et al., 2008).

Because many uncertainties remain in determining the sur-
face flux in strong wind regimes, there is much room for im-
provement. However, in some practical circumstances, air–sea
flux estimation using bulk formulae is still widely used. Surface
waves and sea spray can substantially affect the exchange coeffi-
cients under TC conditions and contribute to improved air–sea
flux estimation. For instance, in-situ observations under weak
and moderate wind suggest that air–sea flux depends on surface
waves (Zhao et al., 2003; Zhao and Xie, 2010). Those waves
change surface dynamic roughness and are important in mo-
mentum exchange between the atmosphere and ocean (Taylor
and Yelland, 2001; Oost et al., 2002; Drennan et al., 2003, 2005;
He and Chen, 2011; Song et al., 2015; Zhang et al., 2016; Zhang
and Song, 2018). Many scholars have investigated momentum
flux under strong winds using theoretical methods. Hara and
Belcher (2004) built a coupled wind–wave model by emphasiz-
ing the surface wave-induced part of air–sea momentum flux.
The model is applicable to all wind conditions from weak to TCs,
and the drag coefficient increases with speeds up to 50 m/s
(Moon et al., 2004). The model was further improved by includ-
ing wave breaking stress in the wave boundary layer (Kukulka
and Hara, 2008a, b). Surface wave breaking or strong winds on
the surface wave crest can generate large amounts of sea spray
near the air–sea interface. Recently, from theoretical analysis, the
so-called lubrication effect of sea spray explained the level-off
phenomenon on the drag coefficient (Rastigejev et al., 2011;
Rastigejev and Suslov, 2014). However, the theoretical model re-
quires further validation under strong winds.

The evaporation of sea spray produces strong cooling in the
layer of air within a few meters of the ocean surface, and thereby
invigorates sensible heat exchange and storm intensity (Bao et
al., 2000; Andreas and Emanuel, 2001). Once the 10-m wind
speed over the ocean reaches about 11–13 m/s, spray-induced
sensible and latent heat fluxes become substantial fractions (An-
dreas et al., 2008). In fact, the lack of observations under strong
winds prohibited correct parameterization of sea spray.

Widely-used estimation of air–sea flux using bulk formulae
was established for weak and moderate winds and then roughly
extended to the strong wind condition. Major progress in the
Coupled Ocean Atmosphere Response Experiment (COARE) flux
algorithm included surface wave information (Fairall et al., 2003).
To better understand air–sea flux and thereby model TCs, more
physical processes in air–sea interaction should been taken into
account (Walsh et al., 2010). Ocean-atmosphere coupled models
have shown the important role of surface waves in TC develop-
ment (Bao et al., 2000; Liu et al., 2011, 2012; Li et al., 2016).
However, discrepancies in current surface wave models are still

large under TC conditions, especially in wave period simulations
(Xu et al., 2007; Montoya et al., 2013; Xu et al., 2017). Numerical
models for simulating TC intensity are sensitive to the details of
sea spray (Bao et al., 2000; Andreas and Emanuel, 2001; Wu et al.,
2015), but accurate evaluation of the sea spray effect on air–sea
fluxes requires in-situ observations.

The South China Sea (SCS) is frequently affected by typhoons.
Recently, we deployed a moored buoy in the northern SCS and
obtained continuous high-resolution meteorological observa-
tions for Typhoon Hagupit. Surface wave data were also provided
by the mooring. Using this set of unique in-situ observations, the
present study evaluates the effects of surface waves and sea spray
on air–sea momentum and heat fluxes calculated by bulk formu-
lae.

2  Data
We used best-track data from the Joint Typhoon Warning

Center to describe the characteristics of Typhoon Hagupit (0818,
Fig. 1). Hagupit first appeared in the western North Pacific at
1 200 UTC on 17 September 2008, and intensified as it passed
through the Luzon Strait and entered the SCS. The maximum
sustained wind speed of Hagupit reached 64.3 m/s (125 kn), and
it eventually became a category-4 tropical cyclone (Xu et al.,
2017). The moored buoy (19.5°N, 115.5°E) was on the left side of
the Hagupit track. The closest approach to the typhoon track of
the mooring was 33 km. Hagupit reached that location at 0513
UTC on 23 September 2008, with a radius of maximum wind of 52
km and translation speed of 8.46 m/s. The inertial period (IP) at
the mooring site is 1.46 d.

The meteorological data from the buoy include wind speed,
air pressure, relative humidity, and air temperature. Table 1 lists
details of the instruments installed on the buoy, whose sensors
are capable of meteorological measurement under TC condi-
tions. These meteorological data were measured at 3 m above the
sea surface. Those data were collected every 10 min and were
summed into 1-h averages. Surface wave parameters including

Table 1.   Instruments installed on the buoy
Instruments Parameter Range Accuray

R.M. Young, Wind Monitor 05103 wind speed 0–100 m/s 0.3 m/s

wind direction 0°–360° 3°

Campbell Scientific, HygroClip S3 air temperature –40–85°C 0.3°C

relative humidity 0%–100% RH 1.5%

Vaisala, PTB100 Barometers air pressure 500–1 100 hPa 0.3hPa@20°C

AXYS, TRIAXYS Wave Sensor wave height 0–20 m 1%

wave period 1.5–33 s 1%

wave direction 0°–360° 1°

100° 110° 120° 130° 140°E

tropical disturbance/
tropical depression
tropical storm

typhoon

30°

25°

20°

15°

10°

N

 

Fig. 1.   Track of Typhoon Hagupit (2008) and location of moored
buoy (blue triangle). Photo is of deployed buoy in northern SCS.
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significant wave height and peak wave period were recorded
once per hour, with measurement interval 20 min. SST data were
not available from the buoy and were instead obtained from the
AMSR-E satellite (Hilburn and Wentz, 2008). We also used 6-h
cloud-cover data from NCEP reanalysis to calculate radiative
fluxes.

Figure 2 shows time series of meteorological variables from
the buoy. Both atmospheric and oceanic fields exhibited large
variations associated with Typhoon Hagupit. The maximum me-
ridional and zonal winds from the buoy were 25 m/s, and the cor-
responding maximum wind speed was 32 m/s. SST was ~29.8°C
at time 2.0 IP before Hagupit's arrival, and cooled rapidly to
27.3°C during its passage. There was also cooling of air temperat-
ure during the typhoon forcing period. This temperature was
cooler than SST before typhoon arrival, indicating that the atmo-
sphere was receiving sensible heat flux at that time. Air pressure
dropped from 1 010 to 958 hPa at typhoon arrival. The variance of
relative humidity increased as Hagupit approached the mooring.
Under the typhoon forcing, wave height reached 11 m, and the
corresponding peak wave period was 15 s. Cloud cover increased
to 90% during the typhoon forcing period.

3  Bulk formulae for air–sea fluxes
Air–sea turbulent fluxes are usually estimated through bulk

formulae that are based on Monin-Obukhov similarity theory
(Fairall et al., 1996, 2003; Drennan et al., 2014). These formulae
calculate air–sea fluxes through multiplication of air–sea differ-
ences and exchange coefficients (Price, 1981). Those coefficients
are usually parameterized using other parameters such as rough-
ness length. We used four different algorithms to calculate the
air–sea turbulence fluxes (Table 2).

The first algorithm was proposed by Large and Pond (1981,
1982; LP henceforth) based on exchange coefficient parameteriz-
ations of momentum, heat and vapor. LP is a very simple and
cheap algorithm that provides baseline calculations. It has been
applied in previous TC studies (Price, 1981; Moon et al., 2004).
The second is the widely used flux algorithm of COARE (hence-
forth COR; Fairall et al., 2003), with wind-dependent roughness
length parameterization. COR is different from LP in its paramet-
erization of velocity and scalar roughness lengths (Charnock,
1955). The third is a COARE (version 3.0) algorithm with surface
wave-dependent roughness length parameterization (COR-
WAVE henceforth; Taylor and Yelland, 2001). COARE (version
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Fig. 2.   Time series of meteorological variables from buoy, sea surface temperature from AMSR-E satellite, and cloud cover data from
NCEP reanalysis for Typhoon Hagupit (2008). t represents time, t0 arrival time of the typhoon, and IP the inertial period.
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3.0) includes two schemes for surface wave-related roughness
length. The first is wave steepness dependent (Taylor and Yel-
land, 2001) and the second wave age dependent (Oost et al.,
2002). Under the wave age dependent schemes, when the ob-
served wind speed is greater than 25 m/s, the bulk estimated
wind stress exceeds 10 N/m2, which appears unrealistic. Hence,
we only used the wave steepness dependent scheme in our com-
putation for Typhoon Hagupit. The fourth algorithm adds sea
spray-related air–sea fluxes to the COARE parameterization
(COR-SPRAY henceforth; Andreas et al., 2008). The Andreas et al.
(2008) algorithm is basically the only one available for represent-
ing spray transfer. This algorithm uses COARE version 2.6 for in-
terfacial flux estimation. COARE 2.6 is different from COARE 3.0
for scalar roughness lengths of winds greater than 10 m/s (Fairall
et al., 1996). In the case of Typhoon Hagupit, the difference in
momentum flux between versions 2.6 and 3.0 is very small (<0.05
N/m2), and differences in the maximum sensible heat and latent
heat fluxes are 25.0 and 90.0 W/m2, respectively.

4  Results
Figure 3a shows drag coefficients estimated from the buoy

data during the passage of Hagupit (–1.5 to 1.5 IP relative to the
arrival time). The drag coefficient from the LP scheme was inde-
pendent of wind speed for weak winds (<10 m/s) but proportion-
al to that speed for speeds greater than 10 m/s. The COR scheme
shows a nearly linear correlation between the drag coefficient
and wind speed for all winds. The drag coefficient from the COR-
WAVE scheme was less dependent on wind speed, but in general
a large drag coefficient corresponded to a strong wind. Under ex-

tremely strong winds (>30 m/s), the drag coefficient was larger
with wave effects included (COR-WAVE) than without (COR or
LP), consistent with Fairall et al. (2003).

Unlike in the COR and COR-WAVE schemes, the exchange
coefficients of heat (Fig. 3b) and vapor (Fig. 3c) in the LP scheme
were constant for all winds. Those coefficients in COR were
nearly constant for wind speeds less than 10 m/s but proportion-
al to speed for speeds greater than 10 m/s. The exchange coeffi-
cients of heat and vapor in COR were smaller than those in LP for
wind speeds less than 14 m/s, but larger than those in LP for
winds greater than 14 m/s. Similar to the drag coefficient, the ex-
change coefficients of heat and vapor in COR-WAVE were less
dependent on wind speed than in the LP and COR schemes. The
COR-SPRAY scheme is not included in the comparison shown in
Fig. 3, because it has the same exchange coefficient as those in
the COR scheme. It did not change the momentum flux but mod-
ified sensible and latent heat fluxes because of more flux terms
than the exchange coefficients.

Figure 4a shows momentum fluxes calculated by all four al-
gorithms. The evolution of these fluxes was consistent. They star-
ted to increase at 0.2 IP prior to typhoon arrival. As the typhoon
center approached the buoy site, momentum fluxes increased
rapidly. The fluxes dropped slightly immediately upon TC arrival
and reached a maximum 0.1 IP later. Double peaks indicate the
typhoon eye passed near the buoy site. The momentum fluxes
from LP and COR were very similar, with a maximum of 5.4
N/m2. The COR-WAVE scheme gave weaker wind stress in the
period between –0.2 and 0 IP, but stronger from 0 to 0.2 IP. The
maximum wind stress from COR-WAVE was 6.2 N/m2, ~15%

Table 2.   Bulk formulae for air–sea turbulent fluxes, which include momentum flux (MF), sensible heat flux (SHF) and latent heat flux
(LHF)

MF SHF LHF

LP 103Cdn = 1.2, if U10n<11 m/s;
103Cdn = 0.49+0.065U10n, else

103Chn =1.13 103Cen = 1.15

COR z0 = 0.011 u*
2/g + 0.11ν/u* z0T= ν fT(Rr)/u* z0q= ν fq(Rr) /u*

COR-WAVE z0 = 1 200hs(hs/Lp)4.5+0.11ν/u* COR COR

COR-SPRAY COR SHFin+SHFsp
SHFin = COR
SHFsp = βQS–(α–γ)QL

LHFin+LHFsp
LHFin = COR
LHFsp=αQL

          Note: Bulk exchange coefficients for momentum, heat, and vapor are denoted by Cdn, Chn and Cen, respectively, and corresponding
roughness lengths are z0, z0T and z0q. U10n is 10-m neutral wind speed, u* is friction velocity, ν is kinematic viscosity, g is acceleration of gravity,
and Rr is the roughness Reynolds number (Rr = z0u*/ν). fT(Rr) and fq(Rr) are functions related to SHF and LHF in COR (Fairall et al., 2003). For
COR-WAVE MF, surface wave parameters include significant wave height (hs) and peak wave period (Lp). For COR-SPRAY heat fluxes, new
terms are introduced by sea spray as SHFsp and LHFsp, whereas some coefficients (α, β and γ) exist for adjusting physical quantities, such as Qs
(spray sensible heat flux) and QL (spray latent heat flux).
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Fig. 3.   Neutral exchange coefficients for momentum (Cdn) (a), heat (Chn) (b), and vapor (Cen) (c) derived from buoy data for Typhoon
Hagupit. U10 n is 10-m neutral wind speed. Grey, green and magenta squares represent LP, COR, COR-WAVE algorithms, respectively.

4 HE Hailun et al. Acta Oceanol. Sin., 2018, Vol. 37, No. 5, P. 1–7  



greater than that from the other three schemes.
Figure 4b shows sensible heat fluxes, in which positive (neg-

ative) values represent heat transfer from atmosphere to ocean
(ocean to atmosphere). The sensible heat fluxes calculated from
four different schemes had a similar evolution, apparently influ-
enced by wind forcing. The variability of sensible heat flux was
very small before 0.2 IP prior to typhoon arrival, and decreased
by 100 W/m2 in the subsequent 0.2 IP. In general, the LP, COR
and COR-WAVE schemes gave similar sensible heat fluxes from
ocean to atmosphere, with a maximum ~140 W/m2. The sensible
heat flux from the COR-SPRAY scheme, however, reached 340
W/m2, more than twice that from the other three schemes. This
suggests that sea spray can effectively enhance sensible heat ex-
change under typhoon forcing.

Latent heat fluxes (Fig. 4c) were also strongly influenced by
the wind forcing. They were much greater during the typhoon
forcing stage (–0.5 to 0.5 IP) than before typhoon arrival, and
greater than the sensible heat fluxes. Latent heat loss from the
ocean increased dramatically from –50 to –500 W/m2 (LP, COR,
and COR-WAVE) or –900 W/m2 (COR-SPRAY) under the typhoon
conditions. Like the sensible heat fluxes, latent heat fluxes from
the LP, COR and COR-WAVE schemes were roughly the same,
but including sea spray enhanced the maximum latent heat flux
by 400 W/m2.

The net heat flux (Fig. 4e) is the sum of the sensible heat, lat-
ent heat, and radiative fluxes. The latter had a distinct diurnal
cycle (Fig. 4d). During the period between –0.2 and 0.2 IP, Hag-
upit had a huge heat gain from the ocean through both sensible
and latent heat fluxes. Again, net heat fluxes from the LP, COR
and COR-WAVE schemes were similar, with a maximum net heat
flux ~600 W/m2. The maximum was ~1 100 W/m2 in the COR-
SPRAY scheme. There was little influence of sea spray on the net
heat fluxes in the period without strong winds.

5  Discussion
COARE 3.0 includes intrinsic parameterization of surface

waves through wind information (Equation 27 in Fairall et al.,
2003). To check the COR-WAVE parameterization in our study,
surface wave parameters from the COARE 3.0 intrinsic algorithm
were compared with those from in-situ observations, as shown in
Fig. 5. The COARE 3.0 intrinsic parameterization produces wave
heights as high as 40 m (in the period between –0.2 and 0.2 IP),
which appears unrealistic (Fig. 5a). The peak wave period (Fig.
5b) from the parameterization does not reflect the wave period
from observation in the period between 1 IP before and 1 IP after
the typhoon. Because the parameterized wave height and wave
period are substantially different from the observations, the dy-
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Fig. 4.   Time series of air–sea flux at buoy site for Typhoon Hag-
upit. a. Momentum flux (MF), b. sensible heat flux (SHF), c. lat-
ent heat flux (LHF), d. net shortwave (SW) and longwave (LW) ra-
diation, and e. net heat flux (NHF). Negative values of heat flux
denote heat loss from ocean to atmosphere.
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Fig. 5.   Time series of wave parameters and air–sea fluxes from
COARE 3.0. a. Significant wave height (SWH), b. peak wave peri-
od (PWP), c. roughness length (z0), d. magnitude of momentum
flux (MF), and e. net heat flux (NHF). Blue and red lines repres-
ent wave information from COARE 3.0 intrinsic wave parameter-
ization and observations, respectively.
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namic roughness length (denoted z0 as shown in Fig. 5c) and cor-
responding momentum flux (Fig. 5d) are inconsistent with those
of realistic waves during the typhoon forcing period. In detail, the
dynamic roughness length is parameterized using dominant
wave steepness, where that wave steepness is defined by the
wave height over wavelength and the wavelength is proportional
to the square of the wave period. Therefore, at TC arrival time, al-
though the intrinsic wave parameterization produced a much
higher wave height than observation, it gave an even larger
wavelength, and the corresponding wave steepness and dynamic
roughness length decreased but not increased. As a result, the
maximum wind stress estimated from the intrinsic wave para-
meterization was 22% weaker than that from in-situ wave obser-
vation. This suggests the necessity of onsite wave observations for
bulk momentum flux at typhoon forcing time. Additionally, the
interfacial heat flux from the wave parameterization agrees well
with that calculated from wave observation (Fig. 5e), indicating
that the impact of the observed wave on that flux was relatively
weak.

Bulk formulae of spray heat fluxes were parameterized based
on field data, which were mostly limited to wind speeds less than
20 m/s. With such winds, the spray contribution to the joint sens-
ible and latent heat fluxes exceeded 100 W/m2 of the total 400
W/m2 (Andreas and Emanuel, 2001). However, under most
typhoon conditions, wind speeds are stronger than 20 m/s. For
wind speeds beyond the range of flux parameterizations that
have been tested, Andreas and Emanuel (2001) and Andreas et
al. (2008) made extrapolation calculations using idealized ana-
lyses in which spray-mediated heat flux increases as a function of
the cube of the friction velocity. In those analyses, spray sensible
heat flux was ~350 W/m2 and spray latent heat flux was ~750
W/m2 for a 10-m wind speed of 40 m/s (Figure 8 in Andreas et al.,
2008). In the case of Typhoon Hagupit, for a 10-m wind of 38 m/s
(from LP algorithm), spray sensible heat flux was 200 W/m2 and
spray latent heat flux was 400 W/m2. The underestimation in our
study may be attributable to interfacial heat flux from a different
version of COARE algorithm and different scenarios of air tem-
perature, sea surface temperature, and air pressure. For instance,
in Andreas et al.’s (2008) idealized analysis, air temperature, sea
surface temperature, and air pressure were kept constant. These
data from our in-situ observations varied with time.

The aforementioned level-off phenomenon of drag coeffi-
cient was examined further to determine its potential impact
(Powell et al., 2003). We used Hwang’s (2011) scheme, which em-
phasizes the concept of saturation (or level-off phenomenon) in
the drag coefficient parameterization. The relative difference of
momentum flux was as large as 32% when comparing Hwang’s
(2011) scheme with our LP (results not shown). There is no doubt
that saturation effects on the drag coefficient are important and
that they dominate strong-wind momentum flux. However, fur-
ther exploration is beyond the scope of the present work, so we
leave it to future study.

6  Concluding remarks
Taking advantage of in-situ observations of meteorological

variables and ocean surface waves from a moored buoy, we ex-
amined the effects of surface waves and sea spray on air–sea
fluxes during Typhoon Hagupit. Wind stress estimated from sur-
face waves was 15% greater than that parameterized from wind
speed in the case of Hagupit, indicating greater energy loss from
typhoon to ocean. Wind stress could also enhance oceanic vertic-
al mixing and thereby sea surface temperature cooling, further
weakening the typhoon.

The effects of sea spray on air–sea fluxes were mostly on tur-
bulent heat exchange, including both sensible and latent heat
fluxes. In the case of Hagupit, accounting for sea spray increased
the maximum sensible heat flux from 140 to 340 W/m2, and the
maximum latent heat flux from 500 to 900 W/m2. The effect of sea
spray resulted in Hagupit gaining 500 W/m2 of heat flux (sum of
sensible and latent heat fluxes) from the ocean. Sea spray was
more important in air–sea heat exchanges than surface waves.

The present study evidences the importance of both surface
waves and sea spray in typhoon–ocean interaction. The implica-
tion is that, in order to reduce uncertainties in estimating air–sea
fluxes and thereby improving TC intensity forecasting, the effects
of surface waves and sea spay must be properly considered. Fi-
nally, it should be noted that our evaluation of these processes
was based on existing parameterizations, which need to be fur-
ther validated by direct flux measurements under TC conditions.
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Abstract

It is of vital importance to reduce injuries and economic losses by accurate forecasts of typhoon tracks. A huge
amount of typhoon observations have been accumulated by the meteorological department, however, they are yet
to be adequately utilized. It is an effective method to employ machine learning to perform forecasts. A long short
term memory (LSTM) neural network is trained based on the typhoon observations during 1949–2011 in China’s
Mainland,  combined with big data and data mining technologies,  and a forecast  model  based on machine
learning for  the  prediction of  typhoon tracks  is  developed.  The results  show that  the  employed algorithm
produces desirable 6–24 h nowcasting of typhoon tracks with an improved precision.
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1  Introduction
Typhoons are typical tropical weather systems, which impose

severe threats to people’s lives, property security and the devel-
opment of the regional economics in the coastal areas. Timely
prediction and warnings of a typhoon can provide effective in-
formation support to disaster prevention departments, and re-
duce injuries and economic losses effectively. Therefore, it is an
important research topic to accurately predict typhoon tracks.
However, typhoon tracks are influenced by the typhoon back-
ground fields, the thermodynamics and kinetics of the typhoon
system, etc. (Huang and Jin, 2013). In addition, after the landing
of a typhoon, its tracks are influenced by the complex bathy-
metry and coastline of the coastal region and the topography of
the inland, etc. (Yu et al., 2012). It is thus a rather complex and
integrated challenge to resolve the typhoon tracks.

The existing forecasting operations mainly rely on the sub-
jective empirical forecasts in the early stage. Chen and Ding
(1979) summarized the track types of the typhoon happened in
the Northwest Pacific, which provided an empirical reference to
the prediction of typhoon tracks. With the development of monit-
oring methods and computer technology, numerical forecasts of
typhoon tracks have been widely developed in recent years. Cur-
rently, the forecasting of typhoon tracks has formed a compre-
hensive system utilizing a wide range of data and methods, which

is based on numerical forecasting and combined with human
machine interface (Qian et al., 2012). Wang et al. (1996) pro-
posed a scheme for the initial field for the numerical forecasting
of typhoon based on artificial data and observations, and applied
it to the forecast of typhoon tracks in the South China Sea. Qian et
al. (2012) discussed the influence of different initial field and lat-
eral boundary conditions on the accuracy of typhoon numerical
forecasts. Li and Chen (2002) reviewed the operating application
of the ensemble numerical forecast system in China. Xu et al.
(2014) proposed a typhoon forecasting strategy based on
GRAPES with an improved convective parameterization.
However, although numerical forecasts have been widely ap-
plied, the accuracy is still lower than that of empirical forecasting
methods (Chen et al., 2015). According to the published data by
Shanghai Typhoon Institute of China Meteorological Administra-
tion, the current forecasting status of 24 h, 48 h and 72 h typhoon
track errors based on subjective empirical methods are 84.2 km,
145.6 km and 205.4 km, respectively, and those based on region-
al numerical models are 97.4 km, 188.2 km and 302.7 km, re-
spectively (Xu et al., 2010). It is still challenging to further im-
prove the accuracy of the numerical forecasting models.

Currently, a three-dimensional typhoon observation system
has been established preliminarily, including meteorological
satellites, oceanic observation stations, and ground observation  
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posts, which provides numerous data to operating departments
and research institutes (Hochreiter and Schmidhuber, 1997). In
addition, an enormous number of typhoon observations have
been accumulated by typhoon forecasting institutes since 1949.
In the era of big data, it is an urgent task to improve the numeric-
al forecasting accuracy by utilizing these data. With the develop-
ment of machine learning algorithms, especially recurrent neur-
al networks (RNNs), long and short term memory neural net-
works (LSTM), etc., new ways to solve prediction and regression
issues have become available. Inspired by the outstanding per-
formance of LSTM models in image recognition and visual de-
scriptions (Xu et al., 2015), a forecasting model for typhoon tracks
is developed based on a deep learning algorithm in this paper,
with a large number of observation samples to train the model.

The essence of deep learning algorithms is using a large num-
ber of samples to train an end-to-end network and then perform-
ing forecasts using test data by this trained network. As there are
many parameters involved in the network, sufficient training
data are needed to train the model. Research shows that deep
learning algorithms can improve the accuracy remarkably with
sufficient samples to train the network. A reasonable employ-
ment of a deep neural network to deal with the large number of
big data can improve the forecast precision of typhoon tracks.
RNNs are one of the most widely used regression prediction
neural network algorithms. However, the gradient in RNN may
disappear, i.e., errors cannot propagate backward to a far-away
previous neuron (Donahue et al., 2015). The LSTM is a classic
solution to this issue. In LSTM model, the normal neurons con-
taining activation functions are replaced by a memory cell to re-
solve the disappearance of the gradient. Meanwhile, values of in-
formation can be stored in the network within any length of time
due to this scheme. Ranzato et al. (2014) proposed a video inter-
pretation algorithm based on the LSTM. Sutskever et al. (2014)
employed the LSTM algorithm to predict a time series, and ob-
tained reasonable results. Studies show that deep learning al-
gorithms, especially LSTM, can be employed in weather forecast-
ing and ocean remote sensing areas. Yin et al. (2015) predicted
the atmosphere pollution levels using a deep belief network. You
et al. (2016) adopted a traditional error back-propagation neural
network based on phase space reconstruction to predict storm
surges. Shi et al. (2015) proposed a prediction model for precipit-
ation based on a convolutional LSTM algorithm. The aforemen-
tioned studies indicate that deep learning algorithms are effect-
ive tools to establish models and perform predictions using big
data.

A prediction model for typhoon tracks is proposed in this pa-
per based on a deep learning algorithm. The observations of
typhoon tracks from 1949 to 2012 provided by the North China
Sea Marine Forecasting Center of State Oceanic Administration

of China are used to train the LSTM neural network. Six to
twenty-four hours typhoon tracks are predicted and compared to
observations. The contributions of this paper are threefold.

(1) The typhoon observations during 1949 and 2012 are ana-
lyzed comprehensively and a typhoon data set is established.

(2) A deep learning model based on the LSTM is established
to predict typhoon tracks using typhoon big data. The applicabil-
ity of the deep learning algorithm to typhoon tracks prediction is
validated.

(3) Six to twenty-four hours typhoon tracks are predicted to
provide information support to relevant personnel.

2  Prediction model for typhoon tracks based on LSTM al-
gorithm

The LSTM algorithm is developed based on the RNNs. The re-
current and error back propagation processes are retained in
LSTM, with long and short-term memory cells used to replace
the hidden neurons in a traditional RNN. An introduction of the
RNN is presented firstly in this section, which leads to the intro-
duction to the LSTM algorithm for clarity. Then the LSTM algori-
thm is applied to establish a prediction model of typhoon tracks.

2.1  A brief introduction to RNN
Traditional feedforward neural networks (FNNs) have prom-

ising performance in many fields. However, their performance is
poor in dealing with time series such as videos. This is mainly
due to the following two aspects. First, the input format of an
FNN is a vector of a fixed length. Second, samples in an FNN are
assumed to be independent, i.e., they are not related to either
temporally or spatially. RNNs have fixed this problem and
achieved satisfying performance in speech recognition, machine
translation, image interpretation, etc., because an RNN can pro-
cess each element in the input series one by one, and pass the
filtered information in a series in the neural network to retain the
correlation among elements in a series.

Compared with an FNN, an RNN allows a series format for
the input and output, and breaks the limit to only allow data
propagate to a forward level one by one. The input and output of
an FNN are normally a vector of a fixed length, while those of an
RNN can be a time series like (x1, x2, ..., xt) and (y1, y2, ..., yt), the
length of which can be finite or infinite, where x and y are vectors,
and the superscripts are index number which can be taken as
time for a time series. Every sample in an RNN is a couple of an
input series and an output series.

The output of a hidden neuron only can be directed to neur-
ons on the next layer in an FNN, while in an RNN, that can be
passed on to neurons on the same layer and also itself, therefore,
information can be passed without a “time” limit. As shown in
Fig. 1, the solid lines denote the information flow in an RNN, and

output layer

hidden layer

input layer
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y y

h h

x x
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Fig. 1.   Unfolding an RNN by the BPTT.
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the dashed lines represent the information flow without a “time”
limit. With this scheme, it is hard to train an RNN using error
back propagation (BP), and thus the back propagation through
time (BPTT) method is used to unfold the network by time. The
left column in Fig. 1 is an illustration of an RNN and the right
column is its unfolded structure by the BPTT. The hidden neur-
ons at time step t can get information of the input at the current
time step xt, as well as the information of the hidden layer at the
previous time step ht-1, i.e., ht = σ(Whx xt+Whh ht-1+bh). Unfolding
an RNN by time makes it much easier to train the network as the
temporally overlapped parts in an RNN is unfolded as a tradition-
al FNN, which makes the RNN method widely applied.

2.2  LSTM models
Although time is introduced in an RNN, and the output of a

current time step can be passed to the next time step, the inform-
ation will be lost unless the value at the next time step is the same
as the current one, i.e., the information in a series can only im-
pact the neighboring elements, not any farther. Therefore, the
impact is very short in time, the information cannot be stored in
the network for a longer time during training, and disappearance
or explosion of gradient can happen during error back propaga-
tion. Therefore, long and short term memory cells are intro-
duced to store information for any time length to mitigate the
disappearance or explosion of gradient remarkably, which is a
temporally recurrent neural network called long-short term
memory (LSTM).

gt
c = ¾

¡
W t +W t¡1 + b

¢

A special cell structure is used to replace the original hidden
neurons in the LSTM. An illustration of the LSTM is shown in Fig.
2, where σ represents the sigmoid function, ∏ represents multi-
plication, the subscript c means that it is a single structure, and
all the solid arrows mean that the connection weight is 1. sc is a
memory cell, which is a linear element used to store information
to guarantee that information can be stored for a long time to re-
tain the correlation among elements in a sequence. gc is the in-
put node, which denotes the comprehensive interaction of the
input at time step t and the information of previous network
status. Its value can be passed on to a memory cell through the
control of an input gate ic. If W is the weight, b is the threshold,
then . ic is the input gate, which re-

ceives the input at time step t and the network status information
at previous time steps, and pass the input value of node gc into a
memory cell sc after the control of the sigmoid function. fc is the
forget gate, which determines whether the value of sc is stored or

not: if the weight is 1, it is stored as it was, and if it is 0, it is
cleared.

Oc is the output gate, which receives the input at the time step
t and the network status information at previous time step. It
controls the output of sc after the sigmoid function. vc is the out-
put value.

Use x and h vectors to denote the values of each layer, then

gt = tanh
¡

Wg
t +Wg

t¡1 + bg
¢
;

it = ¾
¡

Wi
t +Wi

t¡1 + bi
¢
;

f t = ¾
¡

Wf
t +W f

t¡1 + bf
¢
;

ot = ¾
¡

Wo
t +Wo

t¡1 + bo
¢
;

s t = gt ¯ it + s t¡1 ¢ f t ;
t = tanh(s t)¯ ot ;

where ⊙ is dot product.

2.3  Prediction model for typhoon tracks based on LSTM
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Considering a two-dimensional coordinate representation of
the typhoon location, for a typhoon which lasts for continuous t
time steps (Δt), its track can be represented by a sequence

,  w h e r e   i s  t h e

coordinates of a two-dimensional vector, the subscript of  rep-

resents its dimension, the superscript of  represents its index in

the series, and each two neighboring elements have a time differ-
ence of Δt. Considering that when performing predictions of the
typhoon position after m·Δt, the typhoon positions at the previ-
ous n time steps are necessary to show the typhoon track and
subsequently obtain a more accurate prediction, the input series

of the LSTM should be 

a n d  t h e  c o r r e s p o n d i n g  o u t p u t  s e q u e n c e  i s

 . One input se-

quence and the corresponding output series form a sample.
An LSTM neural network for the prediction of typhoon tracks

is designed in this way with three layers, i.e., an input layer, a hid-
den layer, and an output layer. There are 2n neurons on the in-
put layer, i.e., the dimension of each element in the input se-
quence is 2n. The hidden layer consists of 20 long-short term
memory cells. There are 2 neurons on the output layer, i.e., the
dimension of each element in the output series is 2.

When training the network, all the network parameters are
initialized as random numbers between 0 and 1, and then optim-
ized using the training samples. For each training sample, each
element in the series is read one by one by the LSTM neural net-
work. An output vector is derived after the hidden layer and the
output layer, which is then compared with labels and the errors
are back propagated backward by the BPTT algorithm. The test
process follows the same way as the training process.

3  Experiments
Two experiments were designed in this section. The first one

was used to verify the feasibility of a typhoon-track-prediction
LSTM network. In the second experiment, training data sets with
different amount of samples were used to train the LSTM net-
work, so as to discuss the effectiveness of big data. All the experi-
mental data in this section were from CMA-STI optimal tracks
data set of tropical cyclones, which recorded the tracks of the
tropical cyclones happened in the Northwest Pacific during 1949
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Fig. 2.   A memory cell of the LSTM.
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and 2011, where the typhoon tracks were recorded using longit-
ude-latitude coordinates with an average precision of 0.1° at
every 6 h. The test results were measured by the mean distance
errors.

3.1  Feasibility experiment
To prove the feasibility of the LSTM neural network to predict

typhoon tracks, typhoon positions in 6 h, 12 h, 18 h, 24 h, 48 h,
and 72 h were predicted in this experiment, and six data set
couples were generated with training set to test set ratio being
8:1. Test results are shown in Fig. 3. The results demonstrate that
with the prediction time goes on, the prediction error increases.
The prediction results are compared with subjective empirical
methods and regional numerical modeling in Table 1. The LSTM
network obtained relatively accurate results in 6, 12, and 18 pre-
diction. The prediction error of the LSTM network is comparable
to those of the subjective empirical methods and the regional nu-
merical modeling for 24 h predictions, while it soars and be-
comes much higher than the latter two for 48 h and 72 h predic-
tions. Therefore, it is only meaningful to perform predictions
within 24 h using the LSTM network, which also contributes a
new method for the prediction of typhoon tracks.

3.2  Experiment with data sets of various samples
To examine whether the prediction accuracy can be im-

proved with a larger training dataset, 6 h, 12 h, 18 h, and 24 h pre-
dictions were performed with the same dataset correspondingly,
yet with the number ratio of samples in the training data set to
test the data set being 2:1, 3:1, 4:1, 5:1, 6:1, 7:1 and 8:1, respect-
ively. The experiment results are shown in Fig. 4 and Table 2. It
can be seen that the prediction error decreases with a larger
training data set, i.e., the prediction accuracy of a LSTM neural
network will increase with a larger amount of typhoon tracks ob-
servations.

4  Conclusions
A prediction method for typhoon tracks based on a LSTM

neural network is proposed in this paper. The CMA-STI optimal
tracks data set of tropical cyclones are used for training and test-
ing. The results show that the 24 h prediction errors are reason-
able and comparable to those of the traditional subjective empir-

ical method and the regional numerical modeling. Therefore, it

provides a new and feasible method for the prediction of typhoon

tracks. It also indicates that the typhoon tracks prediction error of

the LSTM neural network can be reduced by using a larger train-

ing data set. Therefore, with increasingly larger amount of

typhoon observations, the prediction accuracy of the LSTM neur-

al network will increase.

In this paper, only the typhoon tracks observations are used

as the input for the prediction. More information can be in-

cluded in future studies, such as the central pressure, topo-

Table 1.   Prediction errors (km) of different methods
Prediction time/h LSTM Subjective empirical methods Regional numerical modeling

  6   45.954 0 − −

12   63.367 0 − −

18 101.624 3 − −

24 105.676 8 84.2 97.4

48 332.540 7 145.6 188.2

72 974.498 5 205.4 302.7

Table 2.   Results of the experiment with various number of samples in the training data set
Ratio of sample numbers in the training

data set to the test data set
6 h errors/km 12 h errors/km 18 h errors/km 24 h errors/km

2 124.538 2 133.687 2 153.748 2 165.683 2

3 103.423 8   93.895 5 142.489 5 162.895 3

4   71.380 6   82.986 8 138.851 0 157.741 7

5   72.032 1   75.312 8 136.997 9 142.976 1

6   71.918 1   70.068 3 134.244 2 136.910 6

7   47.212 4   67.421 5 113.758 2 115.425 5

8   45.954 0   63.367 0 101.624 3 105.676 8
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Fig. 3.   Prediction errors of the LSTM neural network with time.
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Fig.  4.     Results  of  the  experiment  with  various  number  of
samples in the training data set.
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graphy, etc., to improve the structure and accuracy of the model.
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Abstract

The sea-to-air flux of dimethylsulphide (DMS) is one of the major sources of marine biogenic aerosol, and can
have an important radiative impact on climate, especially in the Arctic Ocean. Satellite-derived aerosol optical
depth (AOD) is used as a proxy for aerosol burden which is dominated by biogenic aerosol during summer and
autumn. The spring sea ice melt period is a strong source of aerosol precursors in the Arctic. However, high
aerosol levels in early spring are likely related to advection of continental pollution from the south (Arctic haze).
Higher AOD was generally registered in the southern part of the study region. Sea ice concentration (SIC) and
AOD were positively correlated, while cloud cover (CLD) and AOD were negative correlation. The seasonal peaks
of SIC and CLD were both one month ahead of the peak in AOD. There is a strong positive correlation between
AOD and SIC. Melting ice is positively correlated with chlorophyll a (CHL) almost through March to September,
but negatively correlated with AOD in spring and early summer. Elevated spring and early summer AOD most
likely were influenced by combination of melting ice and higher spring wind in the region. The peak of DMS flux
occurred in spring due to the elevated spring wind and more melting ice. DMS concentration and AOD were
positively correlated with melting ice from March to May. Elevated AOD in early autumn was likely related to the
emission of biogenic aerosols associated with phytoplankton synthesis of DMS. The DMS flux would increase
more than triple by 2100 in the Greenland Sea. The significant increase of biogenic aerosols could offset the
warming in the Greenland Sea.

Key words: dimethylsulfide flux, sea ice, chlorophyll, aerosol optical depth, Greenland Sea
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1  Introduction
Atmospheric aerosols are derived from anthropogenic and

natural sources. During the Arctic spring, the local aerosol bur-
den maybe influenced by anthropogenic, marine and continent-
al sources (Barrie, 1995). The “Arctic haze” is due to northerly
transport of pollution from anthropogenic activities, and has a
warming effect on the regional climate (Zhao and Garrett, 2014).
Conversely, the emission of biogenic sulfate aerosols during the
biologically productive season may offset climate warming. Bio-
genic sulfate aerosols are produced by oxidation reactions in the
atmosphere from gaseous precursors such as dimethylsulfide
(DMS) emitted by the marine food web (Charlson et al., 1987). It
has been suggested that the greatest perturbation to DMS flux
under warming will occur at high latitudes in both hemispheres,
with little change simulated in the tropics and sub-tropics (Gab-

ric et al., 2004, 2013).
In remote marine atmospheres, aerosols consist of sea salt

particles, organics and sulphate from the oxidation of biogenic
DMS (Andreae, 2007). Sea salt is a major component of marine
aerosol when wind speeds are high (Meskhidze and Nenes,
2010). Sea ice loss in the Arctic is an indirect source of sea salt
aerosols, as the rapid decrease of sea ice cover in recent decades
which leads to an increase in the area of open water, resulting in
sea salt aerosol emissions increasing, in turn leading to an in-
crease in satellite-derived aerosol optical depth (AOD) in
70°−80°N (Struthers et al., 2011). Osto et al. (2017) (www.nature.
com/scientificreports) found that the majority of the ultrafine
aerosols were associated with air masses travelling over open wa-
ter (43%−51%) and sea ice (29%−39%). The area with melt ponds,
open leads amidst the pack ice and ice floe, are all the strong  
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sources of precursor gas of aerosols in summer Arctic. Ice melt-
ing is also a significant source of ammonium. Decrease of ice al-
ters marine ecosystems by increasing the rates of phytoplankton
by 20%−30%.

The non-sea salt aerosol includes sulfate, particulate organic
matter, mineral dust and black carbon. DMS is the main biogen-
ic sulfate aerosol released from the Arctic Ocean (Ferek et al.,
1995). As sea ice recedes in the Arctic, phytoplankton growth oc-
curs in open waters, and trapped DMS is released from the ice
matrix as well as from blooms in the newly formed open leads. As
a consequence, the peak in DMS would occur after the phyto-
plankton bloom (Gabric et al., 2005).

Aerosol-cloud-climate interactions are closely connected.
Curry (1995) has suggested that rising temperatures would lead
to a reduction in sea ice and snow extent, hence reduce the polar
surface albedo, cause further climate warming. Charlson et al.
(1987) suggested there are direct and indirect radiative effects of
biogenic aerosols in the troposphere, with both effects possibly
offsetting the effects of warming (Leck and Persson, 1996).

Cloud cover in the Arctic has different climate impacts in
winter and summer. Cloud reduces surface heating during sum-
mer time, and reduces surface cooling during winter time (Curry
et al., 1996). About 40% of Arctic cloud cover is made up of thin
single-layer clouds with bases below 2 km (Zhao and Garrett,
2014). Arctic haze influences aerosol composition especially dur-
ing winter and early spring when continental forest fires have a
seasonal maxima (Quinn et al., 2007). The changes of winter
cloud would alter the AOD signal. There is a negative correlation
between winter time cloud fraction and AOD in the Arctic
(Struthers et al., 2011). The natural aerosol includes sea salt and
biogenic marine sources. In the Arctic Ocean, black carbon and
mineral dust aerosols are a smaller component of total AOD. The
radiative balance in the Arctic may be largely affected by the
changes in surface albedo (decrease) and sea salt aerosol (in-
crease) due to the loss of Arctic sea ice (Struthers et al., 2011).
Cloudiness and cloud radiative forcing are strongly coupled to
Arctic sea ice cover (Struthers et al., 2011). Clouds are major
source of uncertainty in climate model predictions. Cloud cover

and albedo may have strong impact on the summer ice melting.
Increased cloud cover in Arctic could lead to warming and accel-
erated sea-ice melting (Osto et al., 2017). Increasing in sea salt
particles can affect CDNC (cloud droplet number concentration),
but this must be accompany by an increased surface wind speed
over the bloom (Meskhidze and Nenes, 2010). Hu et al. (2011)
studied the AOD around China’s seas during 1980–2001 and
found the increase of AOD would result in the decrease of the
maximum temperature rather than minimum, with decrease of
0.11/0.08 K for zonal average.

Due to less pollution, remote polar regions are ideal places for
examining the effects of marine productivity and biogenic aero-
sol emissions on clouds. In this work, we examine the relation-
ship between DMS and DMS flux with sea ice concentration
(SIC), the relationship among AOD with SIC, cloud cover (CLD),
and surface chlorophyll  a  (CHL) in the Greenland Sea
(65°–80°N), a region of importance for both the polar and global
climate, and describe the key factors influencing the seasonal
cycle of these parameters. Furthermore, the DMS flux would be
predicted for year 2100 under 4×CO2 scenario. The implications
of future climate in the Greenland Sea would be investigated.

2  Data sources and methods
We focus on the Greenland Sea (65°–80°N, 20°W–10°E) (Fig. 1)

for the period 2003–2012. The highlighted study region in Fig. 1
also includes part of the Iceland Sea and Norwegian Sea. Global
data on CHL and aerosol optical depth are obtained from the
MODIS (Aqua) satellite 8-day, level 3 archive, at a resolution of 4-
km (http://oceandata.sci.gsfc.nasa.gov/MODIS-Aqua/Mapped/
8Day/4km).  SIC is  obtained from the NOAA archive at
iridl.ldeo.columbia.edu/SOURCES/.NOAA (Reynolds et al., 2002)
with resolution of 1°×1°. Surface wind speed and direction are
obtained from Remote Sensing Systems (REMSS: www.remss.
com/windsat). CLD is calculated from the NASA archive avail-
able at http://gdata1.sci.gsfc.nasa.gov/daac-bin/G3/. The Sea-
DAS 6.4 image analysis package data analysis system is used to
subset and analyze the regional AOD and CHL data (seadas.
gsfc.nasa.gov/). Mixed layer depth (MLD) is calculated using
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Fig. 1.   Map of study region with topography. Red box denotes the study region (65°–80°N, 20°W–10°E) mainly in the Greenland Sea
and yellow arrows the surface current directions.
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CTD (conductivity, temperature, depth) data available from the
Arctic Ocean Measurement Database (http://oregon.iarc.uaf.
edu/dbaccess.html). MLD is computed based on constant tem-
perature difference criterion (0.5°C between the surface and bot-
tom). Missing values are replaced by using the five nearest val-
ues. Spatial-temporal gridding of MLD of 1°×1° is calculated us-
ing R statistical software (Qu et al., 2016b). Missing monthly data
is inserted by using interpolation of adjacent month data.

The Coupled Model Intercomparison Project Phase 5 archive
(CMIP5) (http://pcmdi9.llnl.gov/cmip5/forcing.html) is used to
provide forcings under the warming scenarios. Software Open-
LDAP (an open source implementation of the Lightweight Dir-
ectory Access Protocol) is used to retrieve the forcing data in
AMIP for SST, CLD, SIC, WIND (wind speed) and MLD for 4×CO2

conditions.
Correlations and lagged regression analysis for AOD, SIC,

CLD and CHL were computed using the statistical software pack-
age Eviews and SPSS.

The accuracy of satellite data (especially for the remote Arctic
Ocean) would relate directly to the reliability and accuracy of this
study. Surface chlorophyll concentration, aerosol optical depth
and photosynthetically active radiation (PAR) were obtained
from the level-3 MODIS (Aqua) (http://oceandata.sci.gsfc.nasa.
gov/MODIS-Aqua/Mapped/8Day/4km) (Moderate Resolution
Imaging Spectroradiometer) have unprecedented onboard calib-
ration systems enabling monitoring of its performance and cor-
recting for the errors introduced into the data by system degrada-
tion. NASA Goddard Space Flight Center has managed to im-
prove the accuracy of the ocean color products (http://modis.gs-
fc.nasa.gov/MODIS/CAL/#intro). Spectroradiometric Calibra-
tion Assembly (SRCA) is for checking the radiometric, spectral
and geometric properties of the MODIS system. Calibrations
were done for regional differences between MODIS with Sea-
WiFS especially for the Arctic Ocean (Bailey and Werdell, 2006).
At high latitudes, multiple orbits are considered for a given in situ
record. However, errors are unavoidable for solar zenith angles
more than 70° and view angles more than 45° (Bailey and Wer-
dell, 2006). Generally, the summer time data is more accurate. It
is estimated that the satellite-derived CHL underestimates the
true concentration by a factor of 1.4 when compared with in-situ
CHL data (Bailey and Werdell, 2006). The data errors in the Arc-
tic Ocean are well within the range of errors for global data as in-
dicated by an evaluation done for the western Arctic Ocean
(Chaves et al., 2015).

The computation of the regional means is another possible
source of error due to missing data mainly caused by cloud cover.

The missing values occur are mostly north of 80°N. There were
very few (less than 5%) missing values during May to August. The
missing values were excluded for our estimates of regional
means, thus calculated mean values could be slightly higher than
reality.

3  Results

3.1  Regional mean annual forcings
Regional mean annual forcings are calculated (Fig. 2) for year

2003−2012. SIC had 27% increased rate, AOD had generally 18.8%
decreased rate, but increased before year between 2007−2009,
and had a big drop in year 2010. WIND had 4% increased rate,
CHL had 27% increased rate and SST only 2% increased rate
within these 10 years. SIC had an increased trend since year 2009.
AOD had the highest peak in year 2009 and had an immediate
drop in year 2010. CHL had increased trend from 2009 to 2011
and peaked in year 2011 and dropped in year 2012. Wind speed
had peak year in 2007 and second peak in year 2011. SST had
peak year in 2005 and decreased since year 2005, had slightly in-
creased trend in year 2012. Generally, with the annual increased
SIC, CHL also increased during the ten years,

3.2  Regional AOD and CLD distributions
Mean spatial distributions of AOD and CLD are shown in Fig.
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Fig. 2.   Regional mean annual forcings (CHL (mg/m3), AOD×100,
SST (°C), WIND (m/s) and SIC (%)) for year 2003−2012.
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Fig. 3.   Mean spatial distributions of AOD (a), and total CLD (0≤CLD≤1) (b) in the study region.
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3. There is a clear meridional gradient in AOD with values higher
in the south and lower in the north of the study region (Fig. 3a)
and a weaker zonal gradient with higher AOD in the east, espe-
cially south of 78°N. There was higher CLD in the south (Fig. 3b).

The time series of AOD averaged over the study time period is
shown in Fig. 4, with higher AOD in spring and lower in summer
followed by an increase during autumn. The elevated springtime
AOD is likely due to Arctic haze (Zhao and Garrett, 2014), al-
though high wind speeds at this time could also lead to higher
sea salt aerosols. Elevated autumn AOD is likely caused by bio-
genic aerosol emissions associated with the summer phytoplank-
ton bloom. Arctic haze is thought to come from advection of pol-
lution in Eurasia (Quinn et al., 2007), and is removed in summer
by precipitation. The elevated spring aerosols caused by Arctic
haze could lead to a warming of the climate (Spracklen et al.,
2008), while emission of autumn aerosols due to the biogenic
sulfate aerosols could cool the climate (Gabric et al., 2003).

The AOD for selected years is shown in Fig. 5. There is consid-
erable interannual variability, with year 2009 having the highest
summer AOD and year 2010 the lowest AOD almost throughout
the year (Fig. 4). A negative correlation between AOD and CHL is
reported by Qu et al. (2014) for spring and summer time. Lower
AOD and higher summer CHL are observed in year 2010 (Qu et
al., 2016a). High AOD during the spring of 2003 could be due to
the extensive forest fires in Russia at that time (Serreze et al.,
2000). Year 2008 had a longer period of higher AOD in spring and
much higher AOD in September.

3.3  Regional CHL and SIC
Two snapshots of MODIS satellite CHL for 2010 (Day 128 in

mid-April and Day 176 in late June) are shown in Figs 6a and b.
Unusually high CHL was registered in the northeast of the study
region in spring (red shows higher CHL values). By summer,
moderate to high CHL was registered throughout the region (Fig.

6b). Mean annual SIC in the study region (Fig. 6c) displays a
strong zonal gradient, likely due to the effect of the warm North
Atlantic Drift in the east of the region (Fig. 1).

Figure 7a highlights the strong inter-annual variability in CHL
in the sea ice covered northern part of the study region
(75°–80°N). The timing of the seasonal peak in CHL varies from
May to July which could be due to numerous factors, including
variability in winter SIC and melt water runoff from the Green-
land Glacier in eastern Greenland. Glacial melt water increases
vertical stability of the water column and possibly delivers iron, a
micronutrient which can favor phytoplankton growth (Levasseur,
2013). Figure 7b shows that there is a general north-south gradi-
ent in CHL with higher values in the southern part of the study
region. However, elevated CHL in the north of the study region
was recorded in year 2010 (Qu et al., 2016a).

Profiles of mean SIC over the selected years are shown in Figs
8a and b. The years were selected from the most variable years.
Hence, the selection of years is different for south and north re-
gions. Generally, SIC reaches a peak in March and decreases to a
minimum in August to September. Both inter-annual and meri-
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Fig. 4.   Mean AOD in the study region (65°–80°N) for 2003–2012.
Vertical bars are the standard deviation.
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Fig. 5.   Mean AOD for years 2003, 2007, 2008, 2009 and 2010 in
the study region (65°–80°N, 20°W–10°E).
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Fig. 6.   CHL satellite images in Day 128 (a) and Day 176 (b) in
year 2010, and annual mean SIC profile in the study region (0≤
SIC≤1) (c). Black indicates missing data due to sea ice or cloud.
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dional variability in SIC is evident in these figures.

3.4  Correlation analyses

3.4.1  The effect of high wind speed
We examine the possible reasons for the elevated spring and

autumn AOD. Mean wind speeds and CHL are calculated for the
sub-region (70°–80°N) for the ten years (2003–2012). The spring
wind speed was high and above 7 m/s (Fig. 8a) with southerly
direction (not shown in the figure). The high spring winds would
have two effects on the aerosol: advection of pollution from con-
tinental sources (North American and East Asian sources), and

also an increase in sea salt aerosols from the ocean (Barrie, 1995).
It is reported that sea salt aerosols peak mostly in the period of
October to May due to stormier conditions in the Arctic Ocean
and longer aerosol residence times in the Arctic. The elevated au-
tumn wind speed (after Day 218) would have more effect on the
sea salt aerosol (a cooling effect). Huang and Qiao (2009) also
confirmed that the effect of wind speed over remote oceans to be
significant, reporting a high linear correlation between AOD and
wind speed. Figure 9 shows that wind speed is negatively correl-
ated with phytoplankton biomass (CHL) in the spring and early
summer (before Day 162). In this period, CHL increases with the
decrease of wind speed. Our results show that there is inverse re-
lationship between wind speed and CHL, with the bloom largely
suppressed by high wind speed and strong vertical mixing as re-
ported for the Southern Ocean (Fitch and Moore, 2007)

A ten-year climatology of AOD, CLD and SIC at 8-day inter-
vals for the region 75°–80°N is shown in Fig. 10. Clear downward
trends in SIC and AOD are evident during spring and summer. In
general, CLD is high (around 0.8) with relatively lower CLD in
April, higher CLD in summer. AOD and CLD are positively cor-
related in spring, but not in the autumn.

3.4.2  The effect of sea ice
The rate of ice melt is calculated by computing the weekly

change in SIC. Figure 11 shows the time series of ice melt, AOD
and CHL for the region 75°–80°N. Ice melt started in April or May
(apart from year 2007 and 2012, when melt commenced in
March). The rate of ice melt dipped in May for years 2004, 2006,
2009 and 2011. In general, ice melt was positively correlated with
CHL, but negatively correlated with AOD during spring and sum-
mer, and positively correlated in autumn. The region of 70°–75°N
had much lower SIC and ice had little effect on CHL and AOD.
The increase in AOD in late summer or autumn after the peak in
CHL suggests the influence of biogenic sulfate released by phyto-
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Fig. 10.   Mean AOD, SIC and CLD 8-day time series in 75°–80°N
for ten years.
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Fig. 7.   Mean CHL in northern region (75°–80°N, 20°W–10°E) in
years 2008, 2010, 2011 and 2012 (a); and mean CHL along latit-
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(65°–85°N, 20°W–10°E) (b).

Day of year

Day of year

72 88 104 120 136 152 168 184 200 216 232 248 264

72 88 104 120 136 152 168 184 200 216 232 248 264

a

b

0

5

10

15

20

25

30

S
IC

/%

0

10

20

30

40

50

60

70

S
IC

/%

2006

2008

2010

2012

2004

2006

2009

2011

 

Fig. 8.   Monthly mean SIC for year 2006, 2008, 2010 and 2012 in
70°–75°N (a); and monthly mean SIC for year 2004, 2006, 2009
and 2011 in 75°–80°N (b).
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Fig. 9.   Decadal mean wind speed and CHL for years 2003–2012
in 70°–80°N.
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plankton, although increased autumn wind speed, would also in-
crease sea salt aerosols from the largely open waters.

CHL displayed an increasing trend from year 2003–2010,
slightly decreasing after year 2010. The highest rate of ice melt
was recorded in year 2003, with year 2010 having the second
highest rate of ice melt. A second CHL bloom occurred in year
2010 at the same time as ice melt reached its maximum; AOD in-
creased during spring and early summer in some years (2003,
2005, 2008, 2009, 2012), and then started to drop after May. Elev-
ated AOD was influenced by combination of melting ice and
higher spring wind in the region. Summer AOD decreased from
June to August due to reduced wind and less ice melting together
with increased sea surface temperature. After CHL bloom
reached to its peak, AOD would start to increase in early autumn.

3.5  The multivariable correlations with AOD
When lagged, the time series of AOD and SIC display a strong

correlation. However, AOD and CLD had a weaker correlation. In
northern part of study region, spring AOD and SIC all had in-
creased trends (from March to April), decreased thereafter. In the
southern region, AOD reached a peak almost one month later (by
May) than the southern region. AOD and SIC were negatively
correlated in spring and positively correlated after spring (both
decreased from May). CHL and SIC had strong negative correla-
tions, with a reduction in SIC leading to an increase in CHL, with
ice edge blooms likely contributing to the overall biomass (Levas-
seur, 2013).

A lagged correlation analysis was done by using the EViews
software package (Pang, 2006), as shown in Table 1.

The correlation coefficients for AOD, SIC, CLD and CHL for
each year are shown in Table 2. AOD and SIC, are positively cor-
related in most years apart from year 2009 (also see Fig. 10).

In general, the correlation between AOD and CLD, AOD and
CHL were all negative, with decreased AOD accompanied by in-

creased CLD and CHL. CHL had much improved correlations
with AOD and SIC after lagging the time series (comparing Table
2 with Table 3). They are all significant. There were quite high
positive correlations between AOD and CHL, CHL and SIC after
shifting CHL 2 months (or more) ahead. However, the correla-
tions between AOD and SIC, AOD and CLD showed no signific-
ant improvement after shifting AOD 1 month ahead.

We have found AOD was negatively correlated with CLD
when lagged by one month (Tables 2 and 3). Here P-value are all
less than 0.005.

The correlation coefficients between AOD and CLD were
rather low. After shifting, the three most significant correlations
were −0.65, −0.63, −0.93 for year 2003, 2009 and 2012 respectively.
Year 2012 had very high negative correlation between CLD and
AOD. The results show that AOD and CLD were less correlated
compared to AOD and SIC.

3.6  The relationship between DMS and SIC
According to Simó’s formula (Simó, 2002):

DMS= ¡ ln(ML D) + 5:7; when CHL=ML D< 0:02; (1a) 

DMS=55:8 (CHL=ML D) + 0:6; when CHL=ML D>0:02: (1b) 

DMS is calculated using the satellite CHL and MLD mean
time series within certain time frame and certain regions. There
is ±30% uncertainty in the estimate DMS using above formula
(Simó and Dachs, 2002). The double formula is not accurate for a
different region in different time period influenced by different
forcings. The double formula indicated the inverse relationship
between DMS and MLD and positive relationship between DMS
and CHL under certain conditions.

Due to the complicated MLD calculations from scattered field
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Fig. 11.   Monthly mean AOD, CHL and ice melt time series in 75°−80°N.

Table 1.   Correlation analysis for 75°−80°N for the ten years
Variables Time lag R2 Std. error t-statistic P-value

AOD and SIC 1 month (SIC ahead) 0.39 0.000 23   6.56 0.001

AOD and CLD 1 month (CLD ahead) 0.18 0.055 67 –3.23 0.002

AOD and CHL 2 month (AOD ahead) 0.37 0.031 07   2.96 0.004

CHL and SIC 2−3 month (SIC ahead) 0.25 0.003 3   4.4 0.000 1

          Note: SIC and CLD were both significantly correlated with AOD at a lag of one month, with AOD more strongly correlated with SIC. There
were also significant moderate correlations between AOD and CHL for a lag of two months. The correlations between CHL and SIC were
slightly different between 70°–75°N and 75°–80°N, with SIC 2 month ahead of CHL in 70°–75°N region (where CHL blooms earlier) and 3 month
ahead of CHL in 75°–80°N.
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data, the time series of DMS were calculated using Eqs (1a, b)
only for year 2003−2006. DMS flux then calculated together with
profiles of SIC, CHL, AOD (shown in Fig. 12a). Peaks of CHL were
2 month behind SIC. The AOD had positive relationship with SIC
for year 2003 and 2005 and negative relationship with SIC for year
2004 and 2006 during spring and early summer. AOD and SIC
was decreased during summer period. There was slightly in-
crease of AOD in September. DMS and CHL had similar peak
time while DMS flux had its peak time 1−3 month ahead. The
DMS flux peaks mostly occurred in spring rather than in summer.
The reasons were due to the higher wind speed and more melt-
ing ice occurred in spring season in the region. There were in-
creased trends from March to May and reduced trends from May
to August for DMS concentration and AOD. Hence, during those
two different periods, DMS and AOD were positively correlated.
The melting ice accompanied by the increase of CHL and DMS.
Generally, with increase of melting ice, DMS would increase ac-
cordingly. However, due to the rise of SST and solar radiation, the
increasing rate of DMS would reduce or stop by May or June.

The ratio of DMS to SIC is calculated and plotted in Fig. 12b.
The highest ratios for each year were different. May or June gen-
erally were the two peak months of the ratio, but year 2003 and
2004 had highest ratio towards September. The less SIC in
September made the ratio higher. However, the SIC tended to be
totally disappeared after year 2004. It is interesting to find that
DMS/SIC ratio profile would exhibit the normal distributions
after shifting SIC 2 months behind (Fig. 12c).

In Fig. 12a, DMS flux had positive correlations with SIC. They
both had the same peak time for years 2005 and 2006, and year
2004 had much early SIC peak and the much later DMS flux peak
(two months time lag). Peak of DMS flux was shifted ahead from
June (2003) to March (2006). The peak of SIC was almost in
March every year (year 2003 was slightly different). CHL and SIC
had negative correlations before June and positive correlations

after June.
SPSS software is used for correlation analysis for DMS and

SIC. DMS and SIC had negative relationship with correlation
coefficient of –0.575. The correlation is not significant.

The regression equation is as follows:

DMS = ¡0:981+ 2:003£ SIC ¡ 0:108£ SIC 2

+0:002£ SIC 3; R 2 = 0:606: (2) 

In 70°–75°N and 75°–80°N two sub-region, DMS and SIC were
negatively correlated with correlation coefficient around –0.5, the
correlation is significant.

The three order model calculated the regression equation is

DMS = 10:434¡0:881£ SIC¡0:028£ SIC 2;

for 70±¡75±N; (3a) 

DMS =¡4:046+ 1:540£ SIC¡0:51£ SIC 2;

for 75±¡80±N: (3b) 

3.7  Prediction of DMS flux in 4×CO2

The CMIP5 model archive is used to retrieve the forcing data
for 4×CO2 conditions. Software OpenLDAP is used to retrieve
data for forcings such as SST, CLD, SIC, WIND and MLD. DMS
model is used for calculating the regional DMS concentrations
(Gabric et al., 1993, 1999; Qu and Gabric, 2010). A genetic al-
gorithm is used for calibrating the key parameters in the DMS
model (Qu and Gabric, 2010; Qu et al., 2016b). The satellite CHL
mean time series is used for the calibration (to minimize the dif-
ference between the model output and the satellite data (CHL)).
DMS observed data is also used to calibrate the parameters for
DMS related parameters (Qu and Gabric, 2010; Qu et al., 2016b).
The DMS model was run again using the newly calibrated para-
meters and the results of DMS flux for 70°–80°N are shown in Fig.
13 for 4×CO2 with and without ice.

DMS flux is two times higher for 1×CO2 (contemporary), and
1.5 times higher for 4×CO2 when ice is considered. DMS flux in-
creased more than 300% from 1×CO2 to 4×CO2. The increasing of
melting ice could lead to an increase of CHL and the increase the
DMS flux production.

The DMS flux rate under 4×CO2 with ice considered in-
creased much more than without ice considered. The SIC under
4×CO2 condition was retrieved from CIMP5 (Coupled Model In-
tercomparison Project Phase 5). The increased autumn DMS flux
is mainly due to the dramatic increase in sea-to-air transfer velo-
city. The more than 300% increase in DMS flux under 4×CO2 sug-

Table 2.   Correlations for the period of March to September
Year AOD/SIC AOD/CLD AOD/CHL CHL/SIC

2003   0.87 –0.47 –0.27   0.03

2004   0.70   0.25 –0.46 –0.21

2005   0.72 –0.57   0.04 –0.20

2006   0.84 –0.41 –0.31 –0.33

2007   0.78 –0.56 –0.37   0.11

2008   0.58 –0.29 –0.32   0.07

2009 –0.44 –0.01   0.02 –0.53

2010   0.97 –0.36 –0.01 –0.10

2011   0.68 –0.65   0.19   0.05

2012   0.76 –0.53 –0.72 –0.43

Table 3.   Lagged correlations for the period of March to September
AOD and SIC

(Shift AOD 1 month ahead)
AOD and CLD

(Shift AOD 1 month ahead)
AOD and CHL

(Shift CHL 2 month ahead)
CHL and SIC

(Shift CHL 2 -3 month ahead)
2003 0.69 –0.65 0.71 0.63 (2 m)

2004 0.71 –0.20 0.88 0.93 (3 m)

2005 0.72 –0.84 0.71 0.99 (3 m)

2006 0.82 –0.46 0.64   0.995 (3 m)

2007 0.49 –0.37 0.52 0.56 (2 m)

2008 0.21 –0.48 0.79 0.74 (2 m)

2009 0.33 –0.63 0.37 0.85 (3 m)

2010 0.79 –0.60 0.83 0.92 (2 m)

2011 0.67   0.06 0.54 0.80 (2 m)

2012 0.67 –0.93 0.02 0.50 (2 m)
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gests this would increase the indirect sulfate aerosol effect much
more (Jones et al., 2001). The significant higher profile of DMS
flux under ice condition suggested the melting ice is a major con-
tributor to DMS flux from May to September. The more DMS flux
released to atmosphere during summer and early autumn was
the main reasons of elevated AOD in autumn.

4  Conclusions
The higher spring aerosols were mostly caused by Arctic haze

and sea salt, while emission of autumn aerosols was likely due to
biogenic sulfate aerosols (DMS) produced by the marine food
web. Wind speed had an influence in the two different periods:
spring and autumn. Sea salt aerosols increased with increasing of
wind speed. Apart from the effect of Arctic haze caused by an-
thropogenic sources, sea salt aerosols also had an impact during
the spring. It is difficult to distinguish the separate factors influ-

encing the seasonal aerosol cycle. The autumn increase in AOD
indicated an increase in emissions of biogenic aerosols. DMS flux
played a major role on the autumn elevated aerosols. The in-
creased wind speed in autumn leading to an increased transfer
velocity is the major reason of elevated autumn DMS flux. The ice
melt in spring and summer also had significant impact DMS flux.
This tendency would be magnified by year 2100 if the ice melt oc-
curs earlier in the season.

The time series and correlation between AOD and SIC, AOD
and melting ice, AOD and CLD (cloud cover) are examined. In
contrast to CHL (which generally peaked in June), AOD was
higher in spring and lower in summer. Usually there was a little
increase of AOD in autumn due to the emission of biogenic aero-
sols possibly associated with phytoplankton synthesis of DMS.
Interannual variability of AOD was high. Year 2009 had higher
AOD and year 2010 had lower AOD. In most years, SIC was posit-
ively correlated with AOD in spring and early summer and negat-
ively correlated in late summer and autumn. DMS concentration
was calculated by using Simó’s formula. The calculations could
cause some errors. However, the profiles are the indications.
More accurate DMS calculation using different approach is ex-
pected to carry out in the future.

Our results for year 2003–2006 show that DMS and CHL had
similar peak time and positively correlated. DMS flux had peak in
spring due to the high wind speed. DMS concentration, CHL and
AOD presented increased trends before May and decreased
trends from May to August. Both SIC and CLD were all around
one month ahead of AOD and there were good correlations
between AOD and SIC and poor correlations between AOD and
CLD. Wind speed was generally over 7 m/s and elevated high
wind speed from autumn to next spring (not shown) had an ef-
fect on AOD concentrations. SIC, surface wind speed and SST
were the main physical drivers of sea salt aerosol (Nilsson et al.,
2007), while SIC played a significant role in the Arctic (Qu et al.,
2016b).

However, DMS may not play a critical role in regulating the
cloud formation (Quinn and Bates, 2011). Some other gases may
also impact it (such as isoprene (Meskhidze and Nenes, 2010)
and sea salt, etc.). Thus, the DMS flux may possibly offset the cli-
mate warming but not affirmative. However, in the Greenland
Sea, DMS flux is more related to the ice melting and it may have
significant impact to the regional climate as we predicted. When
SIC dramatic decreasing, more ice free water of Arctic Ocean
would make the oceanic input of gaseous aerosol precursors into
the atmosphere become more important.

Future changes in anthropogenic aerosol sources cannot be
ignored but the impact on the local and global aerosols is diffi-
cult to access. Unravelling the relation between CLD and AOD is
difficult, as one signal can contaminate the other in satellite data.
If greenhouse-gas emissions decrease, the predicted increase of
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Fig.  12.     Comparison  among  DMS  flux  (μmol/m2),  DMS
(nmol/L), CHL (mg/m3), SIC (%) and AOD in 70°–80°N (a); the
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biogenic sulfate aerosol in the Arctic Ocean may help reduce fu-
ture warming (Levasseur, 2013; Qu et al., 2016b). However, if
emissions of the short life-time sulfate aerosol do not keep pace
with the long-lived greenhouse-gases, polar warming will contin-
ue to accelerate.
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Abstract

Surface sediments can integrate a wide variety of information of seawater in marginal seas, e.g., the Quaternary
sedimentary  shelf  such as  the  East  China Sea (ECS)  and Yellow Sea (YS).  The Tessier  and BCR sequential
extraction procedures (SEPs)  have been widely  applied for  extraction of  various geochemical  phases from
sediments. To choose a suitable SEP for phase extraction of sediments from the above Quaternary sedimentary
shelf, efficiency and selectivity experiments were conducted on typical individual minerals and the applicability of
each SEP was assessed for natural sediments (the natural sediment standard GSD-9 and three surface sediment
samples). The geochemical represented elements (Ca, Fe, Mn, Al, and Ti) were measured using both SEPs. Both
SEPs  have  good  dissolution  efficiency  and  selectivity  for  the  targeted  geochemical  phases;  the  optimized
extractant volume for each fraction was determined. The Tessier SEP is particularly recommended for the study of
adsorption-desorption process. The application of the Tessier SEP to surface sediments can furnish valuable
information, including the productivity conditions (via the reducible fraction Mn) and sedimentary environments
(via the carbonate fraction Ca). These results confirm that the Tessier SEP is suitable for elemental fractionation in
sediments from the Chinese continental shelf.

Key words: elemental fractionation, surface sediments, Tessier SEP, BCR SEP, efficiency, selectivity
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1  Introduction
Quaternary sedimentary shelves are characterized by com-

plicated ocean circulation (Lie and Cho, 2002), hypoxia (Chen et
al., 2007; Rabalais et al., 1991), and large inputs of terrigenous
sediment (Walter et al., 2000). The sediments deposited on these
shelves are important records of this information (Li et al., 2017;
Ding et al., 2017). With regard to rapid variations in seawater hy-
drology, if the sedimentation rate is sufficiently high, sediments
can provide integrated information concerning seawater dynam-
ics over a period of several years in estuaries and on continental
shelves. The sedimentary record can reflect sediment proven-
ance, physical processes (adsorption-desorption), chemical pro-
cesses (oxidation-reduction) and biological processes. To invest-
igate these different types of information and processes, different
components in marine sediments must be extracted separately,
including carbonates, hydrous metal oxides, organic substances
and crystalline minerals (Szefer et al., 1995).

Chemical fractionation is an efficient approach for speciation
analysis. The separation and analysis of individual mineral frac-

tions has been used for studying trace element partitions (Chao,
1972; Chester and Hughes, 1967; Choi et al., 2015; Ray et al., 1957;
Gutjahr et al., 2007, 2014; Leleyter and Probst, 1999; Poulton and
Canfield, 2005; Song and Choi, 2009; Yang et al., 2002; Zhang et
al., 2015; Zhu et al., 2006, 2012). Sequential extraction proced-
ures (SEPs) are designed to isolate specific fractions of the sedi-
ments. The Tessier and BCR (Bureau Community of Reference)
SEPs are most widely applied to metal fractionation in sediments
and soil samples (Rauret et al., 1999; Sahuquillo et al., 1999;
Tessier et al., 1979; Usero et al., 1998; Lin et al., 2014; Liu et al.,
2016; Esmaeilzadeh et al., 2016). The accuracy and validity of
SEPs for trace metal speciation have been extensively examined.
However, few studies have assessed SEPs for elemental partition-
ing in sediments from Quaternary sedimentary shelves, such as
the East China Sea (ECS) and Yellow Sea (YS). Assuring the se-
lectivity and efficiency of each step and validating SEPs in this
environment remains an important challenge.

The purpose of this study was to choose a proper SEP and op-
timize the extraction conditions with the methodology to be ap-  
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plied to marine sediments on Chinese continental shelf to accur-
ately determine the diverse origins of sediments and interpret
various biogeochemical processes. Typical individual minerals
(carbonate minerals, Fe-Mn oxides and clay mineral) were ex-
tracted to verify the efficiency and selectivity of the extractants.
The Changjiang natural sediment standard GBW07309 (GSD-9)
was selected and treated using both SEPs to assess their applic-
ability. Finally, further assessment of the Tessier SEP was con-
ducted using marine surface sediments from the Chinese contin-
ental shelf in relation to different sedimentary environments and
productivity levels.

2  Materials and methods

2.1  Samples and reagents
The studied samples include typical individual minerals and

natural sediments.
Efficiency and selectivity experiments were conducted on the

following typical individual minerals: carbonate minerals (cal-
cite, dolomite, rhodochrosite, and siderite), Fe-Mn oxides
(pyrolusite, hematite, magnetite, amorphous Fe(OH)3) and clay
mineral (kaolinite). Amorphous Fe(OH)3 was synthesized in
laboratory, and the remaining chemicals and minerals were pur-
chased. Calcite and dolomite were obtained from the Wuhan
Iron and Steel Research Institute; MnCO3 from the State Bureau
of Building Materials Geological Institute; siderite from the
Wuhan Iron and Steel Corporation; Fe minerals from the Geo-
physical and Geochemistry Research Institute; and kaolinite
from Tianjin Ruijin Chemical Co. LTD.

The natural sediment standard GSD-9 (from Changjiang) was
purchased to determine the optimum volume of extractant for
each fraction in both SEPs. Three surface sediment samples col-
lected in July 2013 were used for validity assessment (ME3 from
south of the Changjiang Estuary, C05 from the Central Yellow
Sea, and MT1 from southwest of Cheju Island).

MgCl2, hexahydrate (>99%, ACS reagent) and HClO4 (70%,
ACS reagent) were purchased from Acros Organics. NH2OH-HCl
(Reagent Plus) and HNO3 (≥65%, ISO. Reag. Ph. Eur.) were pur-
chased from Sigma. NaAc (ACS, Reag. Ph. Eur.), NH4Ac (ACS, Re-
ag. Ph. Eur.), HAc (glacial, 100%, ACS, Reag. Ph. Eur.), H2O2

(30%), and HF (70%, ACS reagent) were purchased from Merck.

2.2  Extraction procedures
The extraction procedures of BCR (Rauret et al., 1999) and

Tessier (Tessier et al., 1979) SEPs used in this study are summar-
ized as follows:

BCR SEPs: (1) carbonate fraction (0.11 mol/L HAc), (2) Fe-Mn
oxides fraction (0.5 mol/L NH2OH-HCl), (3) organic matter frac-
tion (30% H2O2), and (4) residual fraction (HNO3, HF, HClO4).

Tessier SEPs: (1) exchangeable fraction (1 mol/L MgCl2), (2)
carbonate fraction (1 mol/L NaAc-HAc), (3) Fe-Mn oxides frac-
tion (0.04 mol/L NH2OH-HCl), (4) organic matter fraction (30%
H2O2), and (5) residual fraction (HNO3, HF, HClO4).

2.2.1  Efficiency and selectivity experiments on typical individual
minerals

To study the efficiency and selectivity of both SEPs, typical in-
dividual minerals were extracted separately with the various ex-
tractants; these minerals included natural calcite, dolomite,
rhodochrosite, siderite, pyrolusite, hematite, magnetite, synthet-
ic amorphous Fe(OH)3, and clay mineral (kaolinite). For the effi-
ciency experiment, a series of different mass of each mineral was
separately treated with a constant extractant volume in each frac-

tion to determine the maximum mass that could be dissolved.
For selectivity experiments, the initial mass of all minerals were
0.25 g, the extractant volume was used as determined in the effi-
ciency experiment. After extraction, the percentages of the ele-
ments extracted were used to assess the efficiency and selectivity
of the SEPs. The percentage of elements in each fraction was cal-
culated based on the total concentration of each element which
was determined by total digestion. If the percentage in the ex-
tract was close to 100%, the corresponding mass was considered
to be the largest mass that could be dissolved completely. If the
mineral content in the samples exceed the maximum mass, this
demonstrates that a larger extractant volume should be used. For
the exchangeable fraction, all minerals were treated to test the ef-
ficiency and selectivity. For the carbonate fraction, calcite and
dolomite were utilized to evaluate the efficiency, and Fe-Mn ox-
ides and kaolinite were used to assess selectivity. For the Fe-Mn
oxides fraction, MnO2 and amorphous Fe(OH)3 were used to
evaluate the efficiency, and hematite, magnetite, and kaolinite
were used for selectivity assessment.

2.2.2  Applicability of both SEPs to the natural sediment standard
Different elements are associated with specific phases in nat-

ural sediment. To differentiate between these phases with min-
imal impact from other phases, the optimized extractant volume
for each fraction was evaluated for the Tessier and BCR SEPs. A
0.25 g sample of GSD-9 was successively treated with different
volumes of extractant for each SEP. Each fraction was subjected
to leaching after the completion of the last-step extraction. Rep-
resentative elements (Ca, Fe, Mn, Al, and Ti) were quantified in
each fraction: Ca and Mn for exchangeable dissolution, Ca for
carbonate dissolution, Fe and Mn for oxide dissolution, Al and Ti
for silicates dissolution. Each supernatant solution was separ-
ated by centrifugation at 4 000 r/min for 20 min and then trans-
ferred to a polytetrafluoroethylene (PTFE) bottle. The residue
was washed once with Milli-Q H2O and decanted into a poly-
ethylene (PE) bottle. The combined supernatant solution was
dried to near dryness, 2 mL HNO3 was added, and the solution
was dried again to a HNO3 matrix. All fractions were brought up
to volume in 2% HNO3 before analysis.

2.2.3  Applicability of the Tessier SEP to surface sediments on the
Chinese continental shelf

Different from the natural sediment standard, in view of dif-
ferent geographical environments, sedimentary environments,
sedimentation rates and productivity levels, three surface sedi-
ments from the Chinese continental shelf were extracted using
the Tessier SEP to further validate the applicability. These sam-
ples were collected from south of the Changjiang Estuary (ME3);
the central YS (C05); and southwest of Cheju Island (MT1).

2.3  Instrumentation
The Ca, Fe, Mn, Al, and Ti concentrations were determined

using an inductively coupled plasma atomic emission spectro-
meter (ICAP 6300, Thermo Fisher Scientific, USA), and the in-
strument’s reproducibility was less than 3%.

3  Results and discussion

3.1  Efficiency and selectivity evaluation using typical individual
minerals
The efficiency and selectivity results obtained using the BCR

and Tessier SEPs are discussed separately.
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3.1.1  Efficiency
(1) BCR SEP: 7.5 mL of 0.11 mol/L HAc can completely dis-

solve 0.04 g calcite and 0.025 g dolomite; 7.5 mL of 5 mol/L
NH2OH-HCl can fully dissolve 0.15 g MnO2 and 0.025 g amorph-
ous Fe(OH)3.

(2) Tessier SEP: 0.25 g calcite and 0.125 g dolomite could be
completely dissolved by 8 mL 1 mol/L NaAc-HAc. Leleyter et al.
(1999) also found that sodium acetate (pH=5) was not efficient
for dolomite dissolution. 7.5 mL of 0.04 mol/L NH2OH-HCl could
dissolve 0.01 g MnO2 and 0.04 g amorphous Fe(OH)3.

Compared with the results using 0.5 mol/L NH2OH-HCl
(pH=1.5), a solution of 0.04 mol/L NH2OH-HCl in 25% HAc more
effectively dissolved the amorphous Fe oxide while 0.5 mol/L
NH2OH-HCl (pH=1.5) more efficiently dissolved MnO2.

Good efficiency usually ensures acceptable selectivity. Se-
lectivity experiments were performed, and the results are listed
below.

3.1.2  Selectivity
(1) BCR SEP: As presented in Table 1, the low percentages ex-

tracted from the Fe-Mn oxides and kaolinite imply that 7.5 mL of
0.11 mol/L HAc does not dissolve oxides and silicates. The high
dissolution percentage of carbonate minerals indicates that 0.11
mol/L HAc has good selectivity for distinguishing between car-
bonates and non-carbonate minerals. 0.5 mol/L NH2OH-HCl
also has poor dissolution efficiency for hematite, magnetite and
kaolinite. However, 42% MnO2 and 11% Fe(OH)3 were dissolved.
This finding indicates that 0.5 mol/L NH2OH-HCl has a greater
extraction efficiency for amorphous Fe-Mn oxides than for crys-
talline oxides.

(2) Tessier SEP: As shown in Table 1, the low dissolution per-
centage of each mineral indicates that MgCl2 only dissolved the
absorbed elements without contamination from other phases
(carbonate phase and Fe-Mn oxides). The leachable elements
were adsorbed due to the permanent charge (Leleyter and
Probst, 1999).

When treated with 8 mL of 1 mol/L NaAc-HAc, carbonate
minerals, but not Fe-Mn oxides, were dissolved. Moreover, 100%
calcite, 45% dolomite, and 10%–30% MnCO3 were dissolved. Sid-
erite is not the main carbonate mineral in the ECS (Zou et al.,
2008), so only a negligible (0.99%) dissolution of siderite here has
little effect. Rongemaille et al. (2011) also reported that siderite
was not easily dissolved by 2% and 5% HAc.

When 0.25 g individual mineral was leached with 7.5 mL of
0.04 mol/L NH2OH-HCl, 6.4% MnO2 and 42% Fe(OH)3 were
leached. This liberation did not occur for the exchangeable and
carbonate fractions.

In summary, both the BCR and Tessier SEPs have good dis-
solution efficiency and selectivity for the targeted minerals. When
the natural sediment with mixture minerals was studied, the ap-
plicability was assessed as follows.

3.2  Applicability of both SEPs to the natural sediment standard
(GSD-9)
The data are furnished in Fig. 1 and Fig. 2, respectively. The

results are discussed below.

3.2.1  BCR SEP
(1) Fraction IB: carbonate fraction
As shown in Fig. 1a, approximately 85% Ca and 35% Mn were
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Fig. 1.   Effect of extractant volume on the dissolution of Ca, Fe, Mn, Al, and Ti in various fractions of GSD-9 using the BCR SEP. a.
Carbonate fraction, b. Fe-Mn oxides fraction, and c. organic matter fraction.

Table 1.   The dissolution selectivity of carbonate minerals, Fe-Mn oxides and kaolinite of extractants in the Tessier and BCR SEPs
Mineral BCR SEP Tessier SEP

Carbonate/% Fe-Mn oxides/% Exchangeable/% Carbonate/% Fe-Mn oxides/%

Calcite 26.0 – 1.8 100.0 –

Dolomite 18.0 – 1.3 45.0 –

Rhodochrosite 10.0 – 0.1 12.0 –

MnCO3 14.0 – 0.3 31.0 –

Siderite 1.4 – ND 1.0 –

MnO2 ND 42.0 0.1 ND 6.4

Hematite 0.2 2.6 ND 0.1 7.8

Magnetite ND 1.7 ND 0.2 2.3

Fe(OH)3 ND 11.0 0.1 0.5 42.0

Kaolinite 1.2 1.2 0.1 0.3 1.7

          Note: % means the percentage of mineral dissolved, ND not detected, and – not extracted. The mass of all mineral was 0.25 g.
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leached when the extractant volume was 7.5 mL, similar amounts
of Ca and Mn were dissolved when using a larger volume. Not-
ably, carbonates were sufficiently solubilized. The high percent-
age of Mn (approximately 35%) in this fraction can be attributed
to the dissolution of manganese carbonate, which was demon-
strated by the treatment of rhodochrosite and MnCO3 with 0.11
mol/L HAc. The low percentages of Al and Fe indicated that the
attack of silicate was minimal. The proportions of Al and Fe in-
creased with the increase of extractant volume (over 7 mL), in-
dicating enhanced contributions from the detrital and oxide
phases. Previous results have also indicated that the enhanced
extractant volume would lead to the dissolution of non-carbon-
ate minerals (Freslon et al., 2014; He et al., 2015).

Therefore, 7.5 mL of 0.11 mol/L HAc was recommended for
the extraction of carbonate phase.

(2) Fraction IIB: Fe-Mn oxides fraction
The results are shown in Fig. 1b. Approximately 13% Fe and

16% Mn were removed and the percentages were nearly constant
when the volume exceeded 7.5 mL, indicating the dissolution of
the reactive Fe-Mn oxides and poor crystalline hydroxides, such
as Fe(OH)3. The low percentage of Al indicated only a slight
breakdown of silicates. Thus, 7.5 mL of 0.5 mol/L NH2OH-HCl
was chosen to extract the reactive Fe-Mn oxides and poor crystal-
line hydroxides.

(3) Fraction IIIB: organic matter fraction
The dissolved amounts of Ca, Fe, Mn, Al, and Ti are presen-

ted in Fig. 1c. Small portions of each element were extracted, im-
plying these elements rarely existed in the organic matter frac-
tion. The percentages of Ca and Mn did not change when the
volume exceeded 2.5 mL, except with an increasing amounts of
Al and Ti. Consequently, 2.5 mL H2O2 was chosen.

Based on the above experimental work, the optimal volume of
each extractant was chosen as follows: 0.25 g GSD-9 was treated
progressively with 7.5 mL of 0.11 mol/L HAc at room temperat-
ure for 16 h; 7.5 mL of 0.5 mol/L NH2OH-HCl (pH=1.5) at room

temperature for 16 h; 2.5 mL of 30% H2O2 (pH=2) at room tem-
perature for 1 h, then at 85°C for 1 h, an additional 2.5 mL of 30%
H2O2 (pH=2) at 85°C for 1 h and 20 mL of 1 mol/L NH4Ac (pH=2)
at room temperature for 16 h.

3.2.2  Tessier SEP
(1) Fraction IT: exchangeable fraction
According to the concentration plots in Fig. 2a, a logarithmic

relationship was observed for Ca and Mn when the volume in-
creased from 2 mL to 20 mL. After an initial rapid increase, the
percentage of Mn approached a dynamic balance although there
was a slight increasing trend. The low percentages of Al, Fe, and
Ti in all extracts implied that MgCl2 treatment did not affect the
silicates. The concentration of Ca slowly increased as the volume
was larger than 20 mL, indicating minimal attack of the carbon-
ates. Consequently, 20 mL of 1 mol/L MgCl2 (pH=7) was selected.

(2) Fraction IIT: carbonate fraction
The percentages of Ca, Fe, Mn, Al, and Ti are illustrated in

Fig. 2b. The Ca and Mn concentration curves show that the car-
bonates were adequately dissolved at a volume of 8 mL. Previous
studies have indicated that carbonates cannot be fully dissolved
if the sediment/solvent volume weight ratio is too high (Tessier et
al., 1979). The high percentage of Mn (approximately 30%) in this
fraction could also be attributed to the dissolution of manganese
carbonate, which was proved by the extraction of rhodochrosite
and MnCO3. The low levels of Al and Fe indicate that silicate dis-
solution is minimal. Therefore, 8 mL of 1 mol/L NaAc-HAc was
chosen to efficiently extract the carbonate phase.

(3) Fraction IIIT: Fe-Mn oxides fraction
Variations in the amounts of Ca, Fe, Mn, Al, and Ti are

presented in Fig. 2c. Similar to the BCR extraction, approxim-
ately 18% Fe and 20% Mn were removed and the percentages
were constant at a volume of 7.5 mL, indicating the dissolution of
reactive Fe-Mn oxides. The low percentage of Al indicates only a
slight dissolution of silicate occurred. The Fe content was higher
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Fig. 2.   Effect of extractant volume on the dissolution of Ca, Fe, Mn, Al, and Ti in various fractions of GSD-9 using the Tessier SEP. a.
Exchangeable fraction, b. carbonate fraction, c. Fe-Mn oxides fraction, and d. organic matter fraction.
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with an increase in volume, indicating partial attack of the crys-
talline Fe oxides and detrital silicate-rich minerals. Con-
sequently, 7.5 mL of 0.04 mol/L NH2OH-HCl in 25% HAc was
chosen.

(4) Fraction IVT: organic matter fraction
The amounts of Ca, Fe, Mn, Al, and Ti are shown in Fig. 2d.

Small portions of each element extracted in this fraction implied
that these elements rarely occurred in the organic matter frac-
tion. The percentages of Mn, Fe, Ca, and Al did not change when
the volume exceeded 2.5 mL, except with an increasing percent-
age of Ti. Hence, 2.5 mL of 30% H2O2 was chosen.

Based on the above discussion, the optimal volume of each
extractant was presented as follows: 0.25 g GSD-9 was success-
ively extracted with 20 mL of 1 mol/L MgCl2 (pH=7) at room tem-
perature for 1 h; 8 mL of 1 mol/L NaAc-HAc (pH=5) at room tem-
perature for 5 h; 7.5 mL of 0.04 mol/L NH2OH-HCl in 25% HAc at
96°C for 6 h; 2.5 mL of 30% H2O2 at 85°C for 5 h and 5 mL of 3.2
mol/L NH4Ac (pH=2) at room temperature for 0.5 h.

The sums of the individual fractions for both SEPs agree well
with the pseudo-total element analyses, ranging from 94% to
106% for the various elements, and the error is within 2% for most
elements as shown in Fig. 3a and Fig. 3b, similar dissolution per-
centages of Fe, Al, and Ti were extracted from each fraction using
both SEPs. The distinct difference between the Tessier and BCR
SEPs was the exchangeable fraction in the Tessier SEP. Approx-
imately 18% Ca and 4% Mn existed in the exchangeable fraction,
the dissolution of this fraction is usually accompanied by the re-
lease of nutrient elements, which is important when studying ele-

ment cycling in estuaries and on continental shelf areas.
Based on the similarities and differences discussed above

between the Tessier and BCR SEPs, we offer several recommend-
ations with regard to the applicability of each SEP to various
biogeochemical processes: The Tessier SEP is recommended for
the study of the following processes: (1) adsorption-desorption
process (exchangeable Ca in estuaries and exchangeable Mn in
marine sediments), (2) authigenous origin (carbonate Ca) and
carbon cycle, and (3) biogeochemical process of Mn in marine
sediments. Both the Tessier and the BCR SEPs can be used for the
study of the following processes: (1) oxidation-reduction pro-
cesses and hypoxia conditions, and (2) clastic rocks and terrigen-
ous sediment provenance.

3.3  Characterizing the difference of surface sediments from vari-
ous geographical environments on the Chinese continental
shelf
Based on the application recommendations for each SEP,

three surface sediments (ME3, south of the Changjiang Estuary;
C05, the central YS; and MT1, southwest of Cheju Island) were
extracted using the Tessier SEP. The percentages and concentra-
tions of Ca, Fe, Mn, Al, and Ti are shown in Fig. 4 and Fig. 5, re-
spectively. Ti (>98%) was mainly present in the residual fraction,
indicating a terrigenous source. Al (>95%) was in the residual
fraction, which agrees with previous results (Yuan et al., 2004).
The bulk Al/Ti ratio was likely to be used as a sensitive tracer of
particle flux and export production (Kryc et al., 2003; Wei et al.,
2003). The Al/Ti ratio was found higher in ME3 (16.8), MT1 (18.4)
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Fig. 3.   Ca, Fe, Mn, Al, and Ti distributions for GSD-9 using the BCR (a) and Tessier (b) SEPs.
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Fig. 4.   Ca, Fe, Mn, Al, Ti distributions for C05, ME3, MT1 using the Tessier SEP.
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and C05 (18.1) than in the Changjiang (10.5) and Huanghe (16.4)
sediments (Zhang et al., 1998), suggesting Al scavenging process
by particles. Dou (2007) and Wei et al. (2003) found the excess Al
in the ECS and South China Sea (SCS), respectively, suggesting
that the excess Al can indicate biogenic matters flux on the shelf
area. A total of 80%–90% of Fe was in the residual fraction, fol-
lowed by 10%–20% Fe in Fe-Mn oxides fraction, agreeing with the
results of previous studies (Kryc et al., 2003; Reid et al., 2011).
This fraction of Fe arises from oxidation and deposition of Fe in
seawater (Huang et al., 1997). About 20%–50%, 20%–40%,
20%–50%, and 2%–5% Mn were in residual, carbonate, reducible,
and exchangeable fraction, respectively. The concentration (600
μg/g) and percentage (50%) of Mn in reducible fraction in C05 is
higher than that in ME3 and MT1 (100–250 μg/g and 20%–30%,
respectively). The excess Mn may result from scavenging of dis-
solved Mn onto particles settling in high productivity areas near
the Yellow Sea Cold Water (Lin et al., 2005). About 30%–60% Ca
was associated with carbonates, and 10%–25% was in the ex-
changeable fraction. This is dissolution of absorbed Ca by elec-
trostatic interaction, poor crystalline Ca and carbonate forms.
The concentration of Ca in C05 was lower than that in ME3 and
MT1, as a result of the lower concentration of carbonates in the
YS (Chen et al., 2000).

4  Conclusions
To choose a suitable SEP for elemental fractionation in Qua-

ternary sediments, the efficiency and selectivity, and application
recommendations of the Tessier and BCR SEPs were evaluated.

(1) The extractants used in the BCR and Tessier SEPs have
good dissolution efficiency and selectivity for the targeted
phases.

(2) The optimal extractant volume for each fraction was de-
termined for each SEP.

(3) To investigate various biogeochemical processes (differ-
ent elements in specific experimental fraction) the application

recommendations for each SEP are given.
(4) The application of the Tessier SEP to the surface sedi-

ments on the Chinese continental shelf provides a variety of in-
formation including productivity conditions (via higher Al/Ti ra-
tio and the reducible fraction Mn) and sedimentary environ-
ments (via carbonate fraction Ca), which further demonstrates
the suitability of the Tessier SEP.
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Abstract

Kongsfjorden is a typical fjord on the edge of the ice cap of the Arctic Svalbard-Barents Sea. Its inner bay is
connected with a modern glacier front along the direction of the fjord axis with a significant gradient change in the
parameters of hydrology, sedimentation, and biology. In summer, ice and snow melt-water and floating ice
collapse continuously and thus transport the weathering products on the surrounding land into the sea. Thus
Kongsfjorden is regards as a natural laboratory for the study of unique sedimentation in polar fjords under
modern glacial-sea water conditions. In this study, fifty-two surface sediments were collected in Kongsfjorden for
clay mineral analysis to study the sediment source and sediment-transport process. Our results indicate that clay
minerals in the surface sediments from Kongsfjorden are mainly composed of illite, chlorite, and kaolinite, and no
smectite is found. Rocks from different periods exposed extensively in the surrounding areas of Kongsfjorden
provide an important material basis for clay minerals in the Kongsfjorden. Kaolinite may be mainly derived from
the fluvial deposits, weathered from reddish sandstones and conglomerates during the Carboniferous Period.
Illite is mainly derived from Proterozoic low-grade and medium-grade metamorphic phyllite, mica schist, and
gneiss.  While  chlorite  is  mainly  from  Proterozoic  low-grade  metamorphic  phyllite  and  mica  schist.  In  the
direction from the fluvio-glacial estuary to the sea of the glacier front of Kongsfjorden, illite increase gradually,
and the content of kaolinite declines gradually. However, the change pattern of chlorite is insignificant, which
may be related to the provenance. Kongsfjorden detritus is mainly transported by the fluvio-glacial streams and
icebergs into the sea and deposited in the inner bay. Coarse sediments are rapidly deposited in the glacier front,
estuary, and near-shore areas. Clay fraction begins to deposit significantly by 200–400 m after flowing into the sea,
which due to the crystal behavior of clay minerals, hydrodynamic condition and flocculation. Kaolinite and
chlorite on the south of the bay near the Blomstrandhalvøya Island is mainly affected by ice-rafted detritus and
thus can reveal the trajectory of transportation by the floating ice while entering the sea.

Key words: Arctic Pole, Kongsfjorden, clay mineral, provenance, sedimentation
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1  Introduction
Kongsfjorden is a typical fjord developed on the edge of the

ice cap of the Arctic Svalbard-Barents Sea. It is located at 78°
40′–79°00′N, 11°20′–12°30′E in Ny-Ålesund on the northwest
shore of the Svalbard Archipelago. The Svalbard Archipelago was
totally covered by the ice cap of Svalbard-Barents Sea during the
ice age of the Late Weichselian period (Landvik et al., 1992). The
ice cap front of the Svalbard-Barents Sea gradually receded to the
west shore of the archipelago (Landvik et al., 1998; Lehman and
Forman, 1992) and formed a series of extremely deep fjords at the
entrance to the sea given the increase in temperature since the

last deglacial period. Thus, Kongsfjorden was formed during this
period. Given that it is in the alternate zone of the ocean and the
mainland ice cap, the hydrological, sedimentary, and biological
gradient changes along the fjord axis are significant and provide
a long-term sequence, high-resolution record for the study of
changes in climate and environment (Syvitski and Shaw, 1995;
Gilbert, 2000). Kongsfjorden has become a natural laboratory for
the study of global climate change in the Arctic region.

Scientists’ research has focused on the response of the hydro-
logical and biological environment to global climate change
(Halldal and Halldal, 1973; Lydersen and Gjertz, 1986; Ito and  
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Kudoh, 1997; Ingvaldsen et al., 2001; Hop et al., 2002; Svendsen et
al., 2002; Kwasniewski et al., 2003; Basedow et al., 2004; Cottier et
al., 2005; Jiang et al., 2005; Lefauconnier et al., 1999; Ji et al.,
2014), and less attention has been paid to the process of sedi-
mentary environment changes (Zajączkowski, 2002, 2008; Shi et
al., 2011). The sedimentary environment of the Arctic region is
extremely sensitive to global climate changes. Particularly in the
past 100 years, a large area of the Svalbard Archipelago glacier
has receded because of continuous global warming (Nordli et al.,
1996; Ziaja, 2001). With increased glacier activity, the amount of
freshwater and terrestrial detritus transported to the fjord in-
creases accordingly (Elverhøi et al., 1995; Svendsen et al., 2002;
Zajączkowski et al., 2004; Wlodarska-Kowalczuk et al., 2007),
which results in high turbidity of water bodies near glaciers or es-
tuaries (Syvitski, 2002). The existence of high turbidity of water
bodies has resulted in the suppression of biological primary pro-
ductivity in the bay (Keck, 1999), and much plankton has been
killed by osmotic impulsive forces (Zajączkowski and Legeżyńska,
2001). The high deposition rate of terrestrial detritus affects the
composition and diversity of benthic fauna (Wlodarska-Kowal-
czuk and Pearson, 2004). The changes in the sedimentary envir-
onment in modern fjords, such as the widespread occurrence of
high turbidity in water bodies, seriously affect the near-shore
ecosystem and hydrological (halocline) situation in the fjords.
Therefore, understanding the modern sedimentation process in
the Arctic fjord areas at high latitudes is important to global re-
search on climate change.

Kongsfjorden is an ideal place for the study of the modern
sedimentation process in the Arctic region. Its inner bay remains
connected to the front of modern glaciers at present. In summer,
ice and snow meltwater and floating ice collapsed continuously
to transport the products of weathering and denudation on the
surrounding land into the sea (Shi et al., 2011). Howerer, the
questions such as the provenance, transportation and distribu-
tion of the sediments after entering the sea need to be answered
to understand the modern sedimentation process in the Arctic
Kongsfjorden region. Clay minerals, as the main component of
marine sediments, are relatively stable. Most of them are from
the weathering products of land rocks (Ehrmann et al., 1992).
The climate is extremely cold in the Arctic high-latitude areas. In
the mostly frozen natural environment, the physical weathering
effect on the rocks is strong, but the chemical weathering effect is
weak, which is conducive to the preservation of clay minerals.
Moreover, clay minerals are highly sensitive to the hydrodynam-
ic force condition because of their unique fine-grain flaky texture.
The condition simplifies the identification of the source of the de-
tritus materials and their transportation route from the clay min-
erals in the marine sediments rather than from other compon-
ents, which reflects the characteristics of the rocks and climate in
the source area. Thus, researchers can understand the sediment-
ation process and the rules on the movement of detritus materi-
als after entering the sea (Naidu et al., 1971, 1982, 1995; Naidu
and Mowatt, 1983; Chamley, 1989; Nürnberg et al., 1994; Stein,
1994; Petschick et al., 1996; Gingele and Leipe, 1997; Viscosi-Shir-
ley et al., 2003; Stein et al., 2004; Chen et al., 2004; Zhang et al.,
2008; Li et al., 2012a; Dong et al., 2014).

The establishment of the Arctic Yellow River Station in July
2004 in Ny-Ålesund region of the Svalbard Archipelago provided
an effective scientific research platform for Arctic geological re-
search in China. This study selected fifty-two surface sediments
collected in Kongsfjorden for clay mineral analysis and research
during the summer investigation of the Arctic Yellow River Sta-
tion in 2007 and 2008. Combined with the geological data of the

region, the source, formation cause, and transportation process
of clay minerals in the sediments was identified, and sediments
distribution rules and the main influencing factors of the clay
minerals in Kongsfjorden were revealed, thereby enriching the
understanding of the sedimentation effect in the polar region.

2  Regional geological background
Owing to the poor vegetation coverage and the lack of soil lay-

er in the study area, numerous rock strata was exposed with ex-
tensive strata developed in each period from the Proterozoic to
the Quaternary period (Dallmann et al., 1999; Hjelle, 1993). Fig-
ure 1 (Hjelle, 1993) shows that the commonly exposed bedrock in
the north shore of Kongsfjorden comprises gneiss and granites
with remnants of schist and limestone beds, in which limestone
is susceptible to severe metamorphism into marble. The degree
of metamorphism of the schist and gneiss is gradually increasing
to the north, and the schist produced in the south contains much
chlorite and white mica. Moreover, the schist produced in the
north is mainly composed of biotite, hornblende, and garnet. In
the Blomstrandhalvøya Island, Lovénøyane archipelago, and
north of the Blomstrandbreen, some red conglomerates and
sandstones of Devonian without metamorphism are visible and
distributed in a north-south banding zone. In Brøggerhalvøya at
the south shore of Kongsfjorden, the exposed bedrock in the
southeast contains garnet, hornblende, and micacite of layered
marble from the early and middle Proterozoic, and the exposed
bedrock in the north contains phyllite of lamellar quartzite from
the late Proterozoic. The exposed bedrock in the west and north
contains sedimentary rock from the middle and late Permo-car-
boniferous periods. A set of fluvial sedimentary facies dominated
by reddish sandstone and conglomerate developed in the middle
Carboniferous, and the uniquely developed lamellar limestone,
dolomite with more fossils and gypsum and anhydrite interlayer
were found in the late Permo-carboniferous period. Lower Car-
boniferous strata can be seen only in the northwest of Kulmod-
den. Approximately 200–250 m thick sandstone overlies were
found on the eroded surface of bedrock, and a set of 3 m thick
shale deposits were found in the lower part of the bedrock, mixed
with impure coal seams. During the transition from the Creta-
ceous period to Palaeocene epoch, affected by the oblique extru-
sion of Greenland, a series of thrust evidence from SSW to NNE
appears in this region, and old strata are often pushed over by
new strata (Hjelle and Lauritzen, 1982). Paleogene strata are ex-
posed in the west and the small areas south of Ny-Ålesund (4.5
km2), surrounded by lower Permo-Carboniferous rocks. The ex-
posed bedrock in the Ossian Sarsfjellet area at the east of Kongsf-
jorden is dominated by schist. The metamorphic grade increases,
with limestone transforming into marble, because of its close-
ness to the east of the fjord. The exposed bedrock further to the
east is dominated by gneiss with a small amount of gray granite
because of the strong metamorphic effect in Stemmeknausane.
Gneiss is also exposed in two small mountains towards the south.
Middle and upper Permo-carboniferous strata in other moutains
in the east and north of Kongsvegen glacier are mainly exposed.
The rock stratum is essentially horizontal because of the intense
tertiary folding and faulting effect in the western belt. The moun-
tains are of Pyramid type. The Kroner is typical. Horizontally dis-
tributed Permo-Carboniferous strata cover the Devonian strata
that are subjected to minor folds lower than 1 000 m. Black Juras-
sic rocks intruded prevalently and formed cliffs on mountain
ranges (Hjelle, 1993).

Many glaciers developed on both sides of Kongsfjorden and
the leading edge of basin. Brøggerbreen, Midtre Lovénbreen,
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Austre Lovénbreen, Pedersenbreen, and Uversbreen belong to
Valley glacier. Blomstranbreen, Conwaybreen, Kongsbreen,
Kronebreen and Kongsvegen belong to tidewater glacier. A large
number of tillites are found near these glaciers. The study area is
covered with ice most of the year. The warming on the surface in
summer leads to the partial melting of ice and snow and forms a
series of small seasonal glacial-meltwater rivers on both side of
Kongsfjorden.

3  Material and methods
Fifty-two surface sediment samples analyzed in this study

were acquired by boat and comprised the Chinese 4th and 5th
Arctic Summer Expedition of the Yellow River Station in 2007 and
2008 (Fig. 1). The sample collection method was clamshell grab.
Surface sediment samples were sampled in 0–2 cm layers.

X-ray diffraction method (XRD) for oriented thin section of
clay grade mineral (<2 μm) was used for clay mineral analysis (Li
et al., 2012b). Samples were prepared as follows. Roughly 1 cm3

of the sample was taken to remove organic matter with 30% of
H2O2. Approximately 0.5% HCl was used to remove carbonate,
and the sample was washed repeatedly with deionized water un-
til deflocculation occurred. Particles less than 2 μm were sucked
with a needle tubing for centrifugation based on the settling time
determined by the Stokes sedimentation principle. The scraping
method was used to prepare sample-oriented slices to dry natur-

ally. AD/max-2500 type rotating target X-ray diffraction instru-
ment (Japan) was used to for XRD inspection. The preparation
and testing of samples were conducted in a test center at the Key
Laboratory of State Oceanic Administration for Marine Sedi-
mentology and Environmental Geology.

4  Results and discussion

4.1  Content and distribution characteristics of clay minerals
The evaluation of clay minerals only considers four types: ka-

olinite, illite, chlorite and smectite. The evaluation and calcula-
tion are in accordance with the literature (Li et al., 2012b). Table 1
presents based on comprehensive identification and semi quant-
itative calculation of various maps and curves. Clay minerals in
surface sediment mainly consist of illite, chlorite and kaolinite,
and no smectite was observed.

Illite is a type of clay mineral with the highest content in the
study area. The changing range is 69%–78% with a mean value of
74.4%. Its distribution follows a certain rule, as shown in Fig. 2a.
Illite is gradually increasing from the south shore of Kongsf-
jorden to the north. The content of illite is also increasing gradu-
ally from the leading edge of glacier at the east of Kongsfjorden to
the ocean. The content of illite shows decreasing and then in-
creasing trends in a small area near the south of Blomstrandh-
alvøya Island.
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Fig. 1.   The geological map of Ny-Ålesund area (modified from Hjelle, 1993). The name of place: A. Kulmodden, B. Kvadehuken, C.
Kongsfjordneset, D. Brandalpynten, E. Lovénøyane, F. Ossian Sarsfjellet, G. Stemmeknausane, and H. Tre Kroner. The name of
glacier:  a.  Brøggerbreen,  b.  Midtre Lovénbreen,  c.  Austre Lovénbreen,  d.  Pedersenbreen,  e.  Uversbreen,  f.  Blomstranbreen,  g.
Conwaybreen, h. Kongsbreen, i. Kronebreen, and j. Kongsvegen.
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The content of kaolinite in the surface sediment in the study
area is 9%–17%, with a mean value of 12.7%. Figure 2b shows that
two high-value areas are found in Kongsfjorden for the content of
kaolinite. The content of kaolinite is gradually decreasing in the
entrance of glacier rivers and tide water glacier slightly to the
south Ossian Sarsfjellet mountain. The content of kaolinite is also
decreasing gradually from the estuary of glacial-melt water
formed by Midtre Lovénbreen, Austre Lovénbreen, and Peder-
senbreen at the south shore of Kongsfjorden to the ocean. The
content of kaolinite shows increasing and then decreasing trends
in a small area near the south of Blomstrandhalvøya Island.

The chlorite content in the surface sediment in the study area
is within 11%–21%, with a mean value of 12.9%. Figure 2c shows
that the chlorite content gradually decreasing from the estuary of
glacial-melt water formed by the Midtre Lovénbreen, Austre
Lovénbreen, and Pedersenbreen at the south shore of Kongsf-
jorden, and the west and east of Ny-Ålesund to the ocean. The
chlorite content also decreases from the Conwaybreen on the
north of Kongsfjorden and the leading edge near Kongsbreen to
the ocean. However, the change in the chlorite content is not ob-

vious in other areas.

4.2  Provenance and environmental significance indicated by clay
minerals

4.2.1  Illite
Illite generally emerges from feldspar, mica, and other alu-

minosilicate minerals under the condition of weathering and K+

removal at low temperatures and weak alkaline environment. Its
major cations are composed of Si, Al, and K. The crystallinity of
illite is determined by half band width at 10 Å diffraction peak (Li
et al., 2012b). The previous division standard of the degree of
crystallization is adopted (Diekmann et al., 1996): the degree of
crystallization is divided into four types: very good, good, moder-
ate and bad. The ranges of crystallinity values are <0.4, 0.4–0.6,
0.6–0.8 and >0.8. Low crystallinity value of illite indicates a high
degree of crystallinity. Such a result indicates that the land
provenance area is weak in hydrolysis and shows dry and cold
weather conditions. The parameter is consistently used to trace
provenance areas and transport paths (Krumm and Buggisch,
2010). The chemical index of illite is determined by using 5 Å/10
Å peak area ratio. A ratio of more than 0.5 indicates that illite with
rich Al is characterized by strong hydrolysis. A ratio of less than
0.5 indicates that illite with rich Fe-Mg, which is the product of
physical weathering (Esquevin, 1969). Figure 3 shows that via cal-
culation, the crystallinity value of illite in surface sediments in
Kongsfjorden is 0.30–0.43, with a mean value of 0.39. Based on
the previous division standard, the crystallinity of illite can be
judged as very good–good. The chemical index is within

Table 1.   Statistics of clay mineral contents in the surface sediments, Kongsfjorden
Content Illite Kaolinite Chlorite Smectite

Sample number 52 52 52 52

Max/% 78 17 21 0

Min/% 69 9 11 0

Average/% 74.4 12.7 12.9 0
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Fig. 2.   The distributions of clay mineral content in the surface
sediments. a. Illite, b. kaolinite and c. chlorite. This figure was
generated with “Ocean Data View” (Schlitzer, 2015).
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Fig. 3.   The distributions of illite crystallinity and chemistry in-
dex in the surface sediments of Kongsfjorden. a. Illite crystallin-
ity (Δ2θ, °) and b. illite chemistry index. This figure was gener-
ated with “Ocean Data View” (Schlitzer, 2015).
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0.26–0.46, with a mean value of 0.37, which can be determined as
illite with rich Fe-Mg. This result indicates that the provenance
area has dry and cold weather conditions, which is consistent
with the modern environment. Thus, illite in the study area is the
product of the strong physical weathering of rocks.

Illite in the ocean is mainly from land (Shi, 1995). Low and in-
termediate metamorphic rocks from the Proterozoic era are
widely exposed around Kongsfjorden and mainly include phyl-
lite, mica schist, and gneiss, which contain rich feldspar, mica
and other aluminosilicate minerals. The rocks provide an import-
ant physical basis for the formation of illite. Moreover, the natur-
al environment characteristics of dry and cold climate and weak
leaching action in the provenance area are conducive to the
formation and conservation of illite. Thus, illite is a clay mineral
with the highest content in the study area. Svalbard is also con-
sidered the main source area of the Arctic Ocean illite (Stein et
al., 1994).

4.2.2  Kaolinite
Previous studies have mentioned that kaolinite is generally

recognized to be formed by two pathways: hydrothermal altera-
tion and surface weathering (Zhu, 1987; Yang, 1988). Warm and
humid climatic conditions and dense vegetation cover on the
surface are necessary to produce weathering. The soil medium is
acidic, and leaching is powerful. Thus, K, Na, Ca, Mg can be sep-
arated from aluminosilicate minerals. Feldspar and mica miner-
als are weathered into kaolinite. No signs of hydrothermal activ-
ity are found on the seafloor. Measured pH values in surface sedi-
ments in Kongsfjorden that are more than 8 (Zhu et al., 2014), in-
dicating a marine alkaline environment. Thus, the basic condi-
tions for forming kaolinite minerals are not available in the mod-
ern submarine environment. Moreover, the source of its material
is transported from the land to the sea by geological agents such
as glaciers and rivers. Based on the current surface environment
in the study area, the annual average temperature is roughly
–5.8°C and the average annual precipitation is up to 400 mm
(Hisdal, 1998). The plant species are relatively rare and domin-
ated by polar tundra plants. No natural condition for the forma-
tion of kaolinite appears possible. Determining whether strong
chemical weathering is needed to produce kaolinite is necessary.
Xia and Xie (2007) analyzed 16 elements in lake sediments (49.5
cm long, drilling to the bedrock) from L1 drilling hole in the
Blomstrandhalvøya Island in Arctic Ny-Ålesund and the calcu-
lated component variance index. The researchers found that

component variance index in sediments was significantly higher
than the indices of feldspar and clay minerals and close to the
component variance index of primary rock (Xia and Xie, 2007).
This result indicates that the content of clay minerals produced
after the weathering effect in the study area is far less than the
content of the primary mineral. Thus, in the study, the chemical
weathering is weaker in the primary stage. These results show
that kaolinite is not produced by weathering. Moreover, kaolinite
can be converted from other clay minerals. Generally, illite can
be converted into smectite under the condition of continuous
weathering and K+ removal (Tang et al., 2002). In hot and humid
climates, chemical weathering is thorough and can be further de-
composed into kaolinite (Tang et al., 2002). No smectite is found
in sediments in the study area. These results indicate a lack of
smectite materials in the provenance area. Moreover, the results
indicate that the weak chemical weathering in the modern envir-
onment in this area is insufficient to make Na, K and other
strongly active alkali metals well leached. The metals only stay in
the formatting stage of illite. Therefore, the kaolinite minerals in
the study area are unlikely to be formed under modern environ-
mental conditions. Given frequent glacial events during the his-
torical period in the area, the erosion and transport of glaciers
cause fewer sediments older than 700 years to be conserved in
the study area (Jones and Birks, 2004). Moreover, kaolinite min-
erals are easy to be destroyed during metamorphism or deep
burial. A correlation analysis revealed a significant negative cor-
relation with illite and chlorite content, which indicates that the
sources were different (Fig. 4). Kaolinite in this area is inferred to
be the product of sedimentary rocks that have been kaolinized or
contain kaolinite that was formed before the Quaternary after
physical weathering, similar to the origin of kaolinite in the Arc-
tic and Antarctic continents (Zhang et al., 2008; Blakemore and
Swindala, 1958). Based on the study conducted by regional geo-
logy (Hjelle, 1993), the kaolinite present in this area likely origin-
ated from the fluvial facies that were dominated by reddish sand-
stone and conglomerate in the middle Carboniferous. The reas-
on is that the Svalbard archipelago at that time is at the same lat-
itude as the North African desert today. The climate is hot and
the area is near the ocean. Moreover, strong leaching property
helps the formation of kaolinite. Rock stratum from this era is
widely exposed in the coast of the cape between Brandalpynten
and Kongsfjordneset, the east of Kvadehuken, near Brøggerb-
reen, and around Kongsvegen. Given extremely strong etching
from Brøggerbreen, Kongsvegen, and Kronebreen and other
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Fig. 4.   Correlation diagrams between clay minerals in the surface sediments of Kongsfjorden. a. Kaolinite versus illite, b. chlorite
versus kaolinite and c. chlorite versus illite.
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modern glaciers, sedimentary rocks from this period are often
broken into the muddy matter, which brings a red color to many
rivers and streams near Ny-Ålesund and the rivers south of Ossi-
an Sarsfjellet. The particles are then transported into the fjord.
Kaolinite minerals are deposited in these estuaries with relat-
ively high content (Fig. 2b).

4.2.3  Chlorite
Chlorite is usually formed in alkaline and less leaching envir-

onments. Under weathering effect, Fe2+ in water magnesium lay-
er is easily oxidized. Thus, it can only be preserved when the
chemical weathering is inhibited (Rateev et al., 2010). Chlorite
can be used to indicate cold climatic conditions (Griffin et al.,
1968). The chlorite content is the highest in the Antarctic Ocean,
land, and Arctic and subarctic seas. Chlorite is generally formed
from metamorphic rock in terrigenous areas by intense physical
weathering and weak chemical weathering under cold and dry
climatic conditions. Previous studies have shown that the origin
of chlorite is complicated. Its formation is related to low-temper-
ature hydrothermal action, epimetamorphism and sedimenta-
tion (Pan et al., 1993). Several studies have reported that chlorite
can be transformed from gibbsite when volcanic material is sub-
jected to intense chemical weathering (Shi, 1995). Volcanic ma-
terial must be present in the study area if it is transformed from
gibbsite. Moreover, volcanic material can easily form smectite
under the weathering effect. However, no smectite is found in
this area. A significant negative correlation was found between
chlorite and kaolinite content, and a weak negative correlation
was observed between chlorite and illite content, which indicate
that the sources were different (Fig. 4). Moreover, no volcanic
material is found in regional rock formations. Therefore, chlorite
is unlikely to be changed from gibbsite. The schist produced in
the south of the north shore of Kongsfjorden contains many
chlorite minerals due to the low degree of metamorphism. The
typical mineral combination in the phyllite exposed in the south
shore of Kongsfjorden contains chlorite. Therefore, combined
with cold and dry environments in the study area, the chlorite in
this area mainly comes from low-grade metamorphic phyllite
and mica schist in the Proterozoic era that surrounds Kongsf-
jorden. Chlorite formed under physical weathering can be pre-
served in the glacier environment after these rock formations are
subjected to glacial erosion. Finally, it is carried into the sea by
glaciers or glacial meltwater rivers. Figure 2c shows that high
chlorite content area that emerges in the south and north of
Kongsfjorden is closely related to the provenance.

4.3  Transportation and deposition process of clastic (clay) materi-
als
Glacier volume shows an obvious decline after the end of the

little ice age in the Svalbard archipelago. The ice layer becomes
thin constantly in front of the ablation zone and then shrinks
backward at the end of the glacier tongue (Hagen et al., 2003; Ai
et al., 2013). Further studies have shown that glaciers with per-
sistent recession are usually small in size (<10 km2) and low in
altitude (<500 m) (Xu et al., 2007). Many clastic materials in the
glacier recession are transported and deposited by glaciers and
rivers. Two different types of glaciers are found in Kongsfjorden:
valley glacier and tidal water glacier. Differences are observed in
the abilities and means of the clastic material transportation
between them.

Valley glaciers were developed in Brøggerhalvøya on the
south shore of Kongsfjorden. The flow rate of such glaciers is ex-
tremely low because of the effects of low temperatures. For ex-

ample, the flow rates of Austre Brøggerbreen, Midre Lovénbreen,
and Austre Lovénbreen are only 2 m, 4.5 m and 7 m, respectively
(Svendsen et al., 2002). Pro-talus ramparts or rock glaciers are
formed from some broken glacier materials generally found near
the glaciers, which are distributed in the area in which Quatern-
ary moraine is deposited in Fig. 1. The moving rate of these rock
glaciers is extremely low, at roughly 3–4 cm or less per year (Sol-
lid and Sørbel, 1992). Regardless of valley glaciers or rock gla-
ciers previously formed, the ability of this type of glacier in the
study area to directly transport fragmentary materials is weak be-
cause of the very low flow rate. The clastic materials are mainly
transported and deposited via rivers on land. The study area is
covered by glacier and snow for most of the year. The transporta-
tion mainly happens in summer.

A large amount of firn and meltwater in a small area of valley
glacier at the low altitude flow out from the sides or bottom of the
glacier. Moreover, after passing through the leading edge of the
glacier or cutting terminal moraine dam and rock glacier, the ter-
rain becomes wide and slow, and a series of small braid-shape
rivers exists at the coast of Kongsfjorden. These glacial-melt wa-
ter rivers show seasonal activity. No permanent deep-incised val-
ley is found, except for the Bayelva River. A wide glacial-melt wa-
ter deposition plain can be formed (Fig. 5). Coarse fluvial depos-
its are prevalent and vegetation development is rarely found.
Many clastic materials are deposited after glacial-meltwater
enters the ocean. The analysis on the grain size of surface sedi-
ment in Kongsfjorden shows that sediments in Kongsfjorden
contain gravel, sand, silt, and clay components, and is domin-
ated by silt and clay components. The distribution of gravel,
sand, and clay has highly significant characteristics. From the
south shore of Kongsfjorden to the north, the contents of gravel
and sand fragments gradually decreased, and that of clay in-
creases. It is closely related to onshore glacial-melt water river in-
put (Shi et al., 2011).

Four tidal glaciers, namely Kronebreen, Kongsvegen, Blom-
stranbreen, and Conwaybreen developed on the north shore of
Kongsfjorden and the leading edge of the basin. Polythermal
Kongsbreen formed by Kronebreen and Kongsvegenr in the front
of glaciers is the largest and most active in this area (Lefauconni-
er et al., 1994). The maximum amount of glacial meltwater oc-
curs in July, and the flow rate is up to 138 m3/s (Zajączkowski and
Legeżyńska, 2001). Statistics indicate that roughly 1.4 km3 of fresh
water is discharged into Kongsfjorden annually (Svendsen et al.,
2002). The amount of meltwater discharged into glaciers is
roughly 0.33 km3 (Beszczyńska-Möller et al., 1997). The glacier
meltwater flows out from inside the glacier and directly into the
fjord along the glacier cliff (Zajączkowski, 2008). In the area
around Kongsvegen glacier, many rocks are broken and trans-
ported to the fjords because of highly intense glacier erosion.
Roughly 2 million tons of sand, mud and gravel are transported
annually by glacial meltwater rivers to the inland basin near the
front of the glacier. This amount is equivalent to 2 000 tons of ma-
terials per square kilometer of glacier (Hjelle, 1993). However,
Blomstranbreen and Conwaybreen are inactive. Only a small
amount of turbid water is discharged yearly (Svendsen et al.,
2002). Two types of sediment are generated in the fjord given dif-
ferent transportation modes and sedimentary differentiation
abilities. First, ice-edge fan deposits dominated by lamellar sand
and gravels occur in the front of glacier. Second, massive argilla-
ceous deposits dominated by silt and clay occur in the leading
edge of the glacier (Shi et al., 2011). Icebergs formed after disin-
tegration are another major geological agent for transport and
deposition of sediment in the leading edge of the tidal glacier in
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summer. Kronebreen only releases small-scale icebergs to the
fjord and they transport from the basin under the effect of the
southeast wind (120°) prevailed in Ny-Ålesund (Svendsen et al.,
2002). Large icebergs consistently strand in the east area of
Lovénøyane island or on the boundary line between the basin
and central fjord and the north between Lovénøyane and
Blomstrandhalvøya island. These icebergs consistently carry
much clastic matter (Fig. 6). A particular type of sediment that
contains more fine gravels may occur in the transportation pro-
cess.

Fine clay component is mainly composed of clay minerals
compared with gravel, sand, and silt components.Therefore, the
clay minerals are easily transported and difficult to deposit after
carried by rivers or glaciers into the sea. They are the main com-
ponent that constitutes suspended matter in water. The sedi-
ment trap placed in the fjord show that the concentration of the
total suspended matter begins to increase in April and reaches
the maximum in July. The deposition process ends in the middle
of September. Suspended particles remain for approximately 30
days in the fjord (Svendsen et al., 2002). The basin of Kongsf-
jorden is covered by sea ice in winter. Sea ice begins to subside by
April of each year as the weather becomes warmer. Sea ice is
completely melted in July. Glaciers and rivers enter an active
phase at this time. The seasonal variation in freshwater input cre-
ates a stable stratification in summer and weak stratification in
winter. The upper layer circulation in summer is confined to a
shallow surface layer (Svendsen et al., 2002). A large number of
terrigenous clastic materials are transported to the sea. In mid-
September, the weather turns cold and the handling process
ends. The concentration of suspended particles is increased to
the maximum, and terminal time of deposition process is con-
sistent with the beginning and ending times of the transport of
terrigenous material into the sea by glaciers and rivers. The con-
centration of suspended particles has a significant peak in the
spatial distribution at the leading edge of the glacier. The depos-
ition is extremely fast. The deposition rate is up to the maximum
in a place 200–400 m distant to the leading edge of glacier
(Svendsen et al., 2002). During the Chinese 6th Arctic Yellow
River Summer Expedition in August 2009, a LISST-100B field
laser particle size analyzer was used to make cross-section meas-
urements on the concentration of suspended matter in the water
of Kongsfjorden from the leading edge of the glacier, basin, and
middle fjords to outside fjords. The concentration of the total
suspended matter decreased regularly from the basin, and
middle fjord to outside fjord, and the subsurface showed the
maximum in the vertical direction (unpublished data). Generally,

the transport process of clay minerals in waters can be indicated
by the change in the concentration of the total suspended matter.
However, the deposition process of clay minerals from water
bodies is highly complicated and restricted by many factors.
First, clay minerals with fine particles are highly sensitive to hy-
drodynamic forces. Thus, clay minerals are not easy to deposit.
Second, the sedimentation of clay minerals mainly depends on
flocculation. In the position of Kongsfjorden roughly 10 m close
to the glacier, brackish water is mixed with more saline water to
produce flocculation. The flocculation in the middle and outside
fjord is mainly produced in 20 m position (Syvitski, 1980).
Moreover, clay minerals differ in their crystal behavior. Thus,
debris, flakes, granules and plates occur. The deposition rate also
varies with different crystal forms. The hydrodynamic force is rel-
atively strong in the leading edge of the glacier and the estuary of
glacial meltwater. A strong surface current meandered along the
glacier front with a maximum speed exceeding 1 m/s (Svendsen
et al., 2002). Affected by diluted water, the surface salinity is
lower and the flocculation is weaker. The flocculation at the posi-
tion roughly 10 m below the surface is produced by mixing brack-
ish water with more saline water. The sedimentation of kaolinite
minerals in even-grained or thick plate is relatively fast, which
form a high-value region of kaolinite distribution. The hydro-
dynamic condition is relatively weak in the area far from the estu-
ary and the leading edge of the glacier. The speed of the brackish
current, measured in July 1999 in the constriction between the
inner and middle basin, ranges from 10 to 30 cm/s (Svendsen et
al., 2002). Given that the influence of diluted water is relatively
small, the salinity of the surface is increased and the flocculation
is significantly enhanced. Patch or flaky illite deposits gradually
form a high-value region of illite distribution. Chlorite is easier to
deposit than illite and can easily form a high-value area on the
leading edge of the glacier and the estuary of glacial meltwater
with abundant provenance given a larger grain size than illite.
210Pb dating technique is used to measure the deposition rate of a
series of columnar sediments from the leading edge of the glaci-
er to the outside (Svendsen et al., 2002). The result shows that de-
position rate is significantly reduced from the basin (20 000
g/(m2·a)) and middle fjord (1 800–3 800 g/(m2·a)) to the outside
fjord (200 g/(m2·a)). 137Cs test result, which is closely related to
clay minerals, provides good verification. 137Cs in the basin is
maximum, namely, >60 cm; 10 cm in middle fjord and <5 cm in
the outside fjord (Papucci et al., 1998). The most intensive turbu-
lent eddies with diameters of a few meters were commonly found
in close proximity to direct outflows from the front of Kongs-
breen. Sharp fronts that separate waters with different concentra-

 

Fig. 5.   Sandur and braided drainage systems in the Ny-Ålesund.

 

Fig. 6.   Small iceberg strand in the Kongsfjorden.
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tions of suspended matter were clearly visible at the surface.
Patches of strong turbulent mixing were distinguishable (Svend-
sen et al., 2002). These results indicate that, not only gravel, sand,
silt, but also other fine-grained components can be identified in
the inner bay. Fine clay component are mainly deposited in this
place. A small area on the south side of Blomstrandhalvøya Is-
land in Kongsfjorden (Ω-shape area in Fig. 2c) is the place in
which small icebergs produced from the disintegration of Con-
waybreen and Kongsbreen tidal glaciers pass through into the
sea in summer. Moreover, some large icebergs are stranded in
this area (Fig. 6). The icebergs gradually melt under the action of
warm seawater. A type of mixture that contains fine gravel ap-
pears in its surface sediments (Shi et al., 2011), which is con-
sidered fragmentary matters in different sizes that fall from ice-
bergs, and are formed when deposition rate of the unloading ma-
terials is extremely high. The distribution of illite and kaolinite
here is highly regular in this area. The content of kaolinite in the
outside fjord is increased and then decreased. However, the
change in the content of illite is the opposite. This behavior is re-
lated to the unloading of a large quantity of fragmentary matter
that is carried by icebergs in entering the sea or stranding. With
the difference in crystallization behavior, the sedimentation of
kaolinite is fast and that of illite is relatively slow. Thus, the
changes in their contents are different in spatial distribution. The
abnormal changes in the contents of two types of clay minerals in
the middle of the fjord can reveal the melting place of icebergs
and the trajectory of the transportation by the floating ice when
entering the sea, which provides a new means of thinking for
studying the route of the glacier to enter the sea in historical peri-
ods.

5  Conclusions
Through systematical analysis of the characteristics of clay

mineral components in surface sediment samples from Arctic
Kongsfjorden, and a combination of rock types and weathering
conditions in the surrounding area of Kongsfjorden, the cause of
clay mineral formation and sediment-transport process have
been discussed in this paper. The following conclusions are
presented:

(1) The combination of clay minerals in the surface sedi-
ments from Kongsfjorden is dominated by illite, which is fol-
lowed by chlorite and kaolinite. No smectite is observed.

(2) Rock strata widely exposed in the area surrounding
Kongsfjorden in each period provide an important material basis
for the formation of various clay minerals in the surface sedi-
ment of Kongsfjorden. Among the strata, kaolinite is from fluvial
facies with micro-red sandstone and conglomerate mainly from
the middle Carboniferous period. Illite is mainly from low and in-
termediate metamorphic phyllite, mica schist, and gneiss in the
Proterozoic era. Chlorite is mainly from low-grade metamorphic
phyllite and mica schist in the Proterozoic era.

(3) Clastic materials are mainly transported into the sea
through two geological agents: glaciers and rivers. The gravel,
sand, and silt components in the sediments are deposited suc-
cessively under mechanical sedimentary differentiation. A clay
component is mainly composed of clay minerals with fine
particles (<2 μm). The component can be easily moved and is dif-
ficult to deposit after entering the sea. Its distribution in surface
sediments of Kongsfjorden is regular. The content of illite is
gradually increased in the leading edge of the glacier in Kongsf-
jorden, the estuary of glacial-melt water to the sea. Moreover, the
content of kaolinite is gradually decreased, and the change in the
content of chlorite is not obvious. The content in the process of

deposition is restricted by hydrodynamic conditions, floccula-
tion, crystal behavior and provenance. The abnormal changes in
the contents of kaolinite and illite in a small scope in the south of
Blomstrandhalvøya Island in Kongsfjorden reveal the trajectory
of the transportation by the floating ice while entering the sea,
which provides a new approach for studying the route of the gla-
cier in entering the sea during historical periods.
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Abstract

Seismic monitoring using ocean bottom seismometers (OBS) is an efficient method for investigating earthquakes
in  mid-ocean  ridge  far  away  from  land.  Clock  synchronization  among  the  OBSs  is  difficult  without  direct
communication because electromagnetic signals cannot propagate efficiently in water. Time correction can be
estimated through global positioning system (GPS) synchronization if clock drift is linear before and after the
deployment. However, some OBSs in the experiments at the southwest Indian ridge (SWIR) on the Chinese
DY125-34 cruise had not been re-synchronized from GPS after recovery. So we attempted to estimate clock drift
between each station pairs using time symmetry analysis (TSA) based on ambient noise cross-correlation. We
tested the feasibility of the TSA method by analyzing daily noise cross-correlation functions (NCFs) that extract
from the data of another OBS experiment on the Chinese DY125-40 cruise with known clock drift and the same
deployment site. The results suggest that the NCFs’ travel time of surface wave between any two stations are
symmetrical and have an opposite growing direction with the date. The influence of different band-pass filters,
different components and different normalized methods was discussed. The TSA method appeared to be optimal
for the hydrophone data within the period band of 2–5 s in dozens of km-scale interstation distances. A significant
clock drift of ~2 s was estimated between OBSs sets through linear regression during a 108-d deployment on the
Chinese cruise DY125-34. Time correction of the OBS by the ambient noise cross-correlation was demonstrated as
a practical approach with the appropriate parameters in case of no GPS re-synchronization.
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1  Introduction
Hydrothermal fields at mid-ocean ridges are active areas of

magma and tectonics with frequent induced seismic activity.
Most of this activity is low magnitude earthquakes that cannot be
detected by seismic stations on land. Our study area, the Dragon
Horn field (e.g., Tao et al., 2012, 2014) is located at 49.6°E on the
Southwest Indian Ridge, which is more than 2 000 km far from
the adjacent African continent to the north and Antarctica to the
south. Ocean bottom seismometer (OBS) monitoring systems are
thus necessary to explore the microearthquakes related to mag-
matism in the hydrothermal environment. Previously, a single
OBS developed near the Longqi hydrothermal vents recorded
thousands of earthquakes with a small magnitude (ML<3) (Liu et
al., 2018). In order to improve the accuracy of the epicenter
measurements, our group conducted experiments with OBS ar-

rays during the cruises CDC 34th and 40th (hereinafter referred
to as CDC 34th and 40th of Chinese DY125-34 and DY125-40
cruises).

Time synchronization must be considered when processing
seismic data. Clock drift between OBS arrays is common because
OBSs do not have real-time synchronization with GPS, which is
in contrast to onshore monitoring stations. Generally, an intern-
al clock with a crystal oscillator reckons an OBS recording. The
frequency of the crystal oscillator can be changed depending on
its environments with regards to temperature and pressure
(Gardner and Collins, 2012). Moreover, such clock drift can accu-
mulate up to several seconds for a long observation. Application
of the double-difference technique to the relocation of microe-
arthquakes near the Longqi hydrothermal vents requires accur-
acy of tens of meters in order to study the hydrothermal circula-  
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tion and detachment faults where microearthquakes are concen-
trated (e.g., Stroup et al., 2009; Pontbriand and Sohn, 2014;
Schlindwein and Schmid, 2016). Therefore, suitable correction of
clock drift is necessary for the location of earthquakes with high-
precision and tomographic inversion of velocity structure
(Gouedard et al., 2014). The instrument clock can be synchron-
ized to a GPS time prior to a typical OBS deployment, and the off-
set from GPS time is measured immediately after recovery, which
allows a linear drift to be removed from the dataset. However, in
the processing of recycled OBS in CDC 34th, GPS resynchroniza-
tion was unsound, and clock drift could not be corrected. Hence,
we use noise cross-correlation to synchronize the clocks between
station pairs among an array of OBSs based on the continuous re-
cording of ambient noise (e.g., Sabra et al., 2005; Stehly et al.,
2007; Sens-Schönfelder, 2008; Gouedard et al., 2014).

The technique of retrieving surface wave Green functions by
ambient noise cross-correlation is used to obtain group or phase
velocity for ambient noise tomography (e.g., Shapiro et al., 2005;
Yao et al., 2006, 2011), as well as to correct the time error of the
stations and measure the time variation of clock drift with the
date (e.g., Stehly et al., 2007; Sens-Schönfelder, 2008; Gouedard
et al., 2014). The possibility of using the oceanic ambient noise
cross-correlation function to estimate the time offset between
two hydrophone arrays with a large value of 35 s was confirmed
by Sabra et al. (2005). Stehly et al. (2007) separated time shifts as-
sociated with instrumental clock drift from the Green’s function
by observing the evolution of surface-wave travel times over ap-
proximately 11 years of continuous recordings. The accuracy of
this method was proposed by Sens-Schönfelder (2008) to exceed
the precision of the internal station clocks after only a single day
of uncorrected drift. It was later applied by Hannemannn et al.
(2014) to synchronize clocks of a deep water OBS arrays with a 75
km aperture, which showed that the linear drift was visible in the
correlation results of the vertical components and the hydro-
phone. Gouedard et al. (2014) presented two techniques to re-
trieve clock drift between OBSs that is the time symmetry analys-
is (TSA) method and the virtual doublet analysis method, and
discussed their advantages and drawbacks. For a fully isotropic
noise source, TSA has a superior resolution over a long time
scale.

In our experiments, two OBS arrays were developed in the
Dragon Horn area at different cruises (CDC 34th and CDC 40th).
We tested the feasibility of TSA for ambient noise cross-correla-
tion using CDC 40th dataset with known clock drift. Here we used
37-d continuous records to extract the surface wave part of the
Green’s function. Time variation of symmetry of the noise cross-
correlation functions (NCFs) using different components, time
window duration and period bands were discussed in order to
select the best parameter for achieving the recovery of the
Green’s function from ambient noise (Campillo, 2006). Further-
more, we applied these parameters to measure relative clock drift
between the OBSs of CDC 34th by the same method. Finally, the
relative clock drifts with time between station pair were calcu-
lated using the linear form y=kx+b.

2  Data and methods

2.1  Data acquisition
In 2015, we conducted an OBS experiment during CDC 34th

to better interpret the geological processes of hydrothermal cir-
culation in the Longqi field (37.7°S, 49.6°E). Four OBSs with
three-component seismometers and a hydrophone were de-
ployed in the 2.5–3.5 km deep water near the Longqi vents from

December 2014 to April 2015. As shown in Fig. 1, there were two
kinds of OBS: (1) Geopro Sedis IV (60 s–50 Hz) made in Germany;
and (2) 1-4C long-period OBS (30 s–50 Hz) developed independ-
ently by the Institute of Geology and Geophysics, Chinese
Academy of Sciences (Ruan et al., 2010). The longest interval in
the OBS array was approximately 20 km. The OBSs recorded seis-
mic data over approximately four month with a sampling rate of
100 Hz for the German devices and 50 Hz for the Chinese ones.
During recovery, OBS did not resynchronize from GPS after rising
from the water because of instrument malfunction. Therefore the
clock drift could not be calibrated by linear regression after re-
synchronization.

A series of OBS arrays with a larger scale of ~30 km were de-
ployed in the same field in 2016 for a period of 37 days during the
CDC 40th. Four of them were used to calculate the clock drift by
ambient noise cross-correlation due to the known time shift in
clock drift (Fig. 1). The time shift rate of these OBSs was determ-
ined by a computed crystal oscillator difference with a range of
2–20 s per year. These large clock drifts cannot be ignored for re-
cording over a long period. The OBSs recording of CDC 40th is
used to test the feasibility of the TSA method and the appropri-
ation of different parameters such as the surface wave period
band, the instrument component and the duration of the time
window.

2.2  Time symmetry analysis method
When noise sources are distributed homogeneously, the

Green’s function of the medium is reconstructed flawlessly, for a
pair of stations the surface wave travel time should be symmet-
rical and not vary with time. In a practice however, the recorded
wave-field is not isotropic and the travel time of the NCF is asym-
metrical. Three main factors can lead to the asymmetry of NCFs:
(1) physical property changes in the medium; (2) temporal vari-
ations in the spatial distribution of noise sources; and (3) clock
drift of the stations. In our OBS deployment, firstly, variations in
crustal velocities are usually negligibly small; secondly, in the
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Fig. 1.   Bathymetric maps of the Dragon Horn area showing the
location of OBSs. Yellow symbols denote the OBSs of CDC 34th
(the rectangles are the Sedis IV made in Germany and the tri-
angles the 1-4C made in China), orange triangles the 1-4C OBSs
of CDC 40th, and the red star the Longqi-1 hydrothermal vent.
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seabed environment, the main noise is the secondary ocean mi-
croseisms with a period of ~4 s (Aster et al., 2008) in deep water.
We selected the secondary ocean microseisms that are distrib-
uted nearly equally in a diffuse field by filtering in a convenient
band (Webb et al., 1991; Dolenc et al., 2005), as discussed in the
following section. In this way, we assumed the asymmetry of NCF
travel time to result from the clock drift among the OBSs.

Based on the above assumptions, we used the TSA method to
determine the clock drift of each station pairs. Normally, the
clock drift can be decomposed into static clock drift (stationary)
and dynamic clock drift (changing in time). A synthetic test to
demonstrate how clock drift influences the correlation results in
30 s time windows and how to measure the static and dynamic
clock drift respectively is displayed in Fig. 2 (Hannemann et al.,
2014). Several wavelets occurring every 30 s starting at 10 s at
Trace 1 and 5 s at Trace 2 were used instead of consecutive ambi-
ent noise. A time variation clock drift of 1 s per 100 s at Trace 1
was then added (red dashed line in Fig. 2). The cross-correlation
method was applied to Trace 1 and Trace 2 in the fixed time win-
dow (blue box in Fig. 2). The static clock drift (dtstat) and dynam-
ic clock drift (dtdyn) were measured from zeros-shift of lag time
marked in the cross-correlation results. We could then estimate
the static clock drift and dynamic clock drift as a sample work-
flow extract following the method of Gouedard et al. (2014):

(1) For each pair of OBSs, we calculated a daily NCF s(t) con-
sisting of the causal parts from one side and the anti-causal parts
coming from the opposite side, denoted as s+(t) and s–(t) and
written as

s (t) = s¡ (t) + s+ (t) :

s+ (t) = 0; t < 0; s¡ (t) = 0; t > 0:

)
(1) 

(2) The first daily NCF was used as our reference trace r(t)
which is decomposed into r+(t) and r–(t), akin to what was de-
scribed in Eq. (1). The reference trace was correlated with the
correlation results of the station pairs at all other dates. The time
shift dt+ and dt– for the positive and negative sides were meas-
ured by selecting the lag time for the maximum cross-correla-

r+ (t) s+ (t) r¡ (t) s¡ (t)
dt+ ¡ dt¡

tions  and , respectively. Then the dy-
namic clock drift was obtained by the difference  as fol-
lows:

dtdyn =
dt+ ¡ dt¡

2
: (2) 

dtstat

r+ (t) r¡ (t)
(3) Likewise, the static clock drift  was obtained from the

cross-correlation  as described in the dynamic
clock drift, and finally the absolute clock drift was obtained as

dtrel = dtdyn + dtstat : (3) 

dtrel
A B drel

BC dtrel
AC

(4) For any three stations A, B and C, the relative clock drifts
,  and  between each pair must satisfy the closure re-

lation:

dtrel
A B + dtrel

BC ¡ dtrel
AC = 0: (4) 

To help reduce the error in the clock drift, the closure rela-
tions between all combinations of the three stations as an addi-
tional constraint were considered. Hence, we determined the op-
timal clock drift of each station pairs at all dates by conjugate
gradient methods to find the optimal solution of the linear Eq.
(4).

The feasibility of the TSA approach was firstly verified by es-
timating the clock drift of the OBSs during the survey of CDC 34th
with the known clock drift. Secondly, the signal to noise ratio
(SNR) of NCFs in the four recording components was estimated
and the superior one was selected and cross-correlated. We also
analyzed the symmetry of the NCFs in different bands to test
which frequency band was appropriate for recovering the
Green’s function from ambient noise. Furthermore, through ob-
serving the time variation of NCFs, the clock drift with date was
computed by linear regression and the measurement error was
estimated by comparing the estimated drift with the expected
one. Finally, we confirmed that the clock drift estimated by ambi-
ent noise cross-correlation was good, and applied it to compute
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Fig. 2.   Schematic plots of generating the clock drifts by a wavelet. The black solid line represents waveforms and their correlation
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the clock drift of OBSs on CDC 34th using the appropriate para-
meters discussed in the next section.

3  Results and discussion

3.1  Time symmetry of NCFs on CDC 40th
In this study, we used the TSA method for experiments on

CDC 40th. Prior to computing the cross-correlations, several data
processing methods were considered for recovering the Green’s
function of ambient noise and improving the SNR of NCFs.

3.1.1  Influence of component selection
The seismic data were cross-correlated between each station

pairs in 1-d records to form the daily NCFs following prepro-
cessing of down-sampling, spectrum whitening, amplitude nor-
malization and low frequency band-pass filtering. Figure 3 shows
an example of daily NCFs for four components filtered in the
period band of 2–5 s at the available pair of OBS05 and OBS07.
The hydrophone and vertical seismometer share the symmetry of
the daily NCFs. However, by selecting the maximum NCFs
(marked by the red dots in Fig. 3), the measured lag time of the
horizontal component infrequently shows the level of symmetry
expected due to low SNR of the horizontal recordings. To meas-
ure the quality of the NCFs results in different components, we
calculated the SNR according to the following method: (1) a sig-
nal window was selected around the arrival time of the surface
wave and the maximum of the absolute value in this time win-

dow was found; (2) the mean square deviation of noise signal in
the selected window was then computed based on the actual
situation; and (3), finally the SNR of the NCFs was defined as

SNR =
max (jS ij)rPn

j=1

¡
Nj¡ ¹N

¢2

n¡1

;
(5) 

¹N
i = 1; 2; : : : ;m; j = 1; 2; : : : ;n

where Si is the signal sequence of the m length, Nj is the noise se-
quence of the n  length,  is the mean of noise sequence,

.
Using the Eq. (5) the SNR of NCFs was calculated for each day

and then stacked them to a total of 37 d. We selected 5 s around
the surface wave arrival time for signal and 60–80 s of the lag time
for noise. The result indicates that the SNR of the stacked NCFs in
the hydrophone component is highest at 7.6 and the second
highest is the vertical component of 6.0. However, they are relat-
ively low in the other two horizontal components (west-east
component and north-south component) at 5.3 and 2.4 respect-
ively. Hannemann et al. (2014) found good agreement in the
clock drift behavior between the vertical seismometer and the
hydrophone by comparing their correlation results. Furthermore,
the hydrophone usually works well and the vertical component is
occasionally clamped. Combined with our study results, we used
the hydrophone component signal for cross-correlation in the
following processing.

3.1.2  Influence of band-pass in different period bands

The NCFs in several narrow bands (1–2 s, 2–5 s, 5–10 s and

10–20 s) was investigated to determine what part of the period

band is usable, as shown in Fig. 4. The daily NCFs of the hydro-

phone recording between the station pairs in each band were

computed. In order to evaluate the SNR of the NCFs in these

bands, Eq. (5) was also used to find an appropriate band. The res-

ults show that the signal filtered in the 2–5 s band has a higher

SNR of 7.2 than those in the other bands (SNR=2.8, 1–2 s;

SNR=5.9, 5–10 s; SNR=2.1, 10–20 s) and the symmetry of the NCFs

in the band of 2–5 s is superior to the others (Fig. 4).

On the other hand, Bensen et al. (2007) summarized the em-

pirical relation Eq. (6) based on many tests on the recovery of

Green’s function:
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Fig. 3.   Daily NCFs at the pair of OBS05-OBS07 in the 2–5 s period band in four components: hydrophone component, up-down
component, north-south component and west-east component. Both positive and negative times were selected by the maximum of
each daily NCF marked by the red dots.
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r > 3¸ = 3cT ! T 6 r
3c

; (6) 

where r is the interstation distances, λ is the wavelength, c is the
surface wave phase velocity, and T is the selected period. This
means that the longest period of the recovered Green’s function
from ambient noise recorded by the two stations should be less
than one third of the ratio of station spacing to phase speed. The
longest period adopted was 5 s because of the greatest intersta-
tion distance of 30 km and a surface wave velocity of 2 km/s. Ad-
ditionally, the SNR of cross-correlation results of the signal
filtered in 2–5 s is the highest, thus we used this period band as
an appropriate parameter in the processing of NCFs.

3.1.3  Time variation of NCFs
The fluctuation of the NCFs following the time variation us-

ing 37-d records on the hydrophone component filtered in the
period band of 2–5 s was analyzed. We also computed clock drift,
based on the time delay measurements. Before obtaining NCFs
between every two station pairs, preprocessing was necessary as
described in details by Bensen et al. (2007). These include remov-
al of instrument response, resampling, removal of mean and
trend, band-pass filter, temporal normalization and spectrum
whiting. Specifically, amplitude normalization in the time do-
main was necessary because the surface wave travel time of NCFs
is influenced by large earthquakes and any unstable noise
sources near the station. The two normalization methods are
one-bit and running-average. The latter is widely used to remove
the earthquakes effect and air gun signals during the experi-
ments to improve the SNR (Larose et al., 2004). We compared the
two methods by computing the SNR of NCFs as Eq. (5). The SNR
results using a running average were a little higher than for the
one-bit method. Hence, we used the normalization method of
the running average in our study. Additionally, we assume the in-
strument response is the same for the same kind of OBS and so
the influence from the removal of instrument response is limited.

Six pairs of daily NCFs among the four OBSs are shown in Fig.
5. We observed a clear linear trend for the NCFs with date, which

indicates the influence of dynamic clock drift between OBSs. For
example, amplitude in the positive and the negative parts
between the OBS05 and OBS06 is different, which may be due to
inhomogeneous illumination of noise sources (Stehly et al.,
2006), but the positive and negative times are symmetrical and
change with time. Stehly et al. (2007) proposed that the clock drift
between the two stations would produce a time-shift of NCFs res-
ulting in a longer travel time in the positive time and a shorter
travel time in the negative time or vice versa and their differ-
ences would remain the same by observing evolution of cross-
correlation results with date.

To confirm that the linear variation in the positive and negat-
ive time is almost exclusively affected by clock drift, we tested
cross-correlation results of different length for one day, two day
and five day (Fig. 6). The time shifts satisfied the linear regres-
sion between the start and the end of the experiment and the dy-
namic clock drift can be obtained by the slope of the date. Table 1
shows variation rate of the dynamic clock drift per day measured
by the time shift of NCFs of one day, two days and five days using
linear regression. The theoretical dynamic clock drifts in Table 1
were obtained by the computed crystal oscillator difference of the
instrument. Compared with the standard frequency of a crystal
oscillator (12 288 000 Hz), the instruments began with a variance
recorded in the log file because of the temperature and pressure
influence of the surrounding environment. We used a simple re-
lationship in Eq. (7) to compute the theoretical dynamic drift per
day:

dtthe
ij =

PClki ¡ PClkj

12 288 000
£ 24£ 3 600; (7) 

where PClki and PClkj are the vibration frequency of crystal oscil-
lator of the ith and jth OBS respectively; i, j=1, 2, 3, 4 represent the
number of the OBS.

The clock drift rates of different day lengths were almost
identical (Table 1). The largest error was 0.003 4 s per day. There-
fore the NCF time shifts that changed linearly with date in Fig. 5
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Fig. 4.   Daily NCFs for the pair OBS05-OBS07 on the hydrophone components in different period bands: 1–2 s, 2–5 s, 5–10 s, and 10–20
s. Both positive and negative travel times are selected by the maximum of each day NCF marked by the red dots.

  LIU Yunlong et al. Acta Oceanol. Sin., 2018, Vol. 37, No. 5, P. 39–46 43



results from the influence of the dynamic clock drift between sta-
tions. Meanwhile, the dynamic shift due to a change in the spa-
tial distribution of the noise source was expected to decrease
when increasing the length of the correlated time-series. This
was because of the improved spatial homogenization of the noise
for a longer time. Concurrently, the time resolutions of the longer
time become lower. In our cross-correlation results, symmetry of
the NCFs was good and only slightly affected by the temporal
variations in source distribution. Therefore we utilized the time
series of one day for the time window of cross-correlation in this
paper.

3.1.4  Estimation of time error between the estimated and theoret-
ical values

In this experiment, a reference trace is defined as the first day

of the deployment and the start time of all stations is synchron-
ized through GPS so there is no static clock error between the sta-
tions and the dynamic clock drift represents the whole clock drift.
We found small errors in the dynamic clock drift per day of our
estimates and good agreement with that of the theoretical values
for the majority of the stations (Table 1). The standard deviation
of the difference between the estimated relative clock drift and
the theoretical value of the OBS pair was computed using the fol-
lowing equation:

¾ =

s
1
N

N

n=1
(dtdyn ¡ dtthe)

2
; (8) 

where dtdyn is the dynamic relative clock drift and dtthe is the the-
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Fig. 5.   Daily NCFs on the hydrophone component in the band of 2–5 s between each pair of the four stations. The window of lag time
ranges from –60 s to 60 s, which is enough for the surface-wave arrival time in this case.
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Fig. 6.   NCFs of one day, two days and five days at the pair of OBS05-OBS07 on the hydrophone components filtered in the band of 2–5
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oretical relative clock drift measured by the frequency of the crys-
tal oscillator. N is the day length of deployment.

Figure 7 illustrates the measurement of the dynamic clock
drift for OBSs related to the reference station OBS05. The stand-
ard deviation errors between the estimated clock drift and the ex-
pected value for each pairs are 0.128 s for OBS06, 0.070 5 s for
OBS07 and 0.150 1 s for OBS08 respectively.

3.2  Application of TSA on the CDC 40th
As discussed above, the TSA method of ambient noise with

suitable parameters was applied successfully to the measure-
ment of clock drift on the CDC 40th. The results confirm that the
difference between the estimated value and the theoretical value
is small enough to correct our clock drift using this method. The
same process was applied to the clock drift of OBSs on CDC 34th
with the relatively greater time drift because of a longer observa-
tion. The preprocessing for the NCF computing was as above,
and the hydrophone time series of one day with the period band
2–5 s was selected in this experiment.

For each pairs of stations, the positive time dt+ and negative
time dt- of the NCFs were evaluated to the same direction sym-
metrically. The dynamic relative drift with respect to the refer-
ence trace was obtained by Eq. (2) on the assumption of linear re-
gression. Static drift was a large difference of every two OBSs be-
cause several instruments began with a static clock offset from
GPS and a different deployment time. Thus the total clock drifts
were estimated by the following linear fitting equation:

dtrel
n = K (n ¡ 1) + B ; (9) 

where K is the slope of the dynamic clock drift, B is the static
clock drift that is constant over time, and n=1, 2, 3, …, 108 is the
number of day.

r+ (t) r¡ (t)

Additionally, compared with estimation of the dynamic clock
drift the static clock drift is inaccurate because the positive and
negative parts of the NCF for the first day as the reference trace
are not constantly similar. To determine the static offset to a high
precision we used the cross-correlation of , where
the reference trace is rebuilt by the stack of all NCFs over the
period of the experiments after dynamic clock drift. Figure 8 illus-
trates that the symmetry of the stacked NCFs is perfectly related
to the daily NCF. This is due to sufficient averaging and, possibly,
an increased influence of an isotropic source exemplified by a
reference trace stacked by all the NCFs of OBS01 and OBS03.

Finally, the total clock drift consisting of the static and dy-
namic drift is present as in Eq. (9) for each station pair. In order
to reduce the estimated error and improve OBS precision, we
utilized a conjugate gradient algorithm to determine the optimal
results of all stations based on the relation of interstation clock
drifts described by Eq. (4). Figure 9 shows that the final clock drift
results of the OBSs related to OBS01 as a reference station, as well
as linear fitting of the clock drift with the root mean square errors
calculated by Eq. (8) where the dtexp is the linear expected result.
The standard deviation estimated using TSA are 0.062 5 s, 0.080 6
s and 0.094 5 s for the OBS02-OBS01, OBS03-OBS01, and OBS04-

Table 1.   The dynamic clock drift estimated using the different length data

Station pairs
Dynamic clock drift rate per day/s·d–1

Theoretical NCFs of one day NCFs of two days NCFs of five days

OBS05-OBS06   0.073 8   0.066 9   0.066 1   0.067 0

OBS05-OBS07   0.032 3   0.032 9   0.032 8   0.033 0

OBS05-OBS08 –0.007 1 –0.002 1 –0.000 8 –0.001 1

OBS06-OBS07 –0.041 5 –0.038 2 –0.038 5 –0.038 4

OBS06-OBS08 –0.080 9 –0.080 5 –0.079 9 –0.080 0

OBS07-OBS08 –0.039 4 –0.040 7 –0.043 5 –0.044 1

OBS06-OBS05 σ=0.128 0

σ=0.070 5
σ=0.150 1

OBS07-OBS05
OBS08-OBS05
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Fig. 7.   Time variation of clock drifts using TSA for three OBSs re-
lative to OBS05 with date. The dashed lines represent the expec-
ted value of time drift for comparison with the estimated one.
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Fig. 8.   An example of reference trace of a stack of 108 d NCFs
over lag time ranging from –100 s to 100 s using the hydrophone
component of  OBS01 and OBS03 in the 2–5 s  period band on
CDC 34th.
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OBS01, respectively. Although the estimated clock drift is the re-
lated value of all stations, it is adequate for correcting time con-
sistently in the same OBS array. The largest relative clock drift ac-
cumulated between two OBSs was approximately 2.2 s. This
means that research on earthquake location and tomography us-
ing the arrival time of the data will improve in accuracy by an or-
der of magnitude.

4  Summary and conclusions
A visible linear clock drift with date was found for the NCFs in

the experiments of the OBSs deployed on both CDC 34th and
40th. Using a 1-d series recorded by the hydrophone component
filtered to the 2–5 s period bands, we verified that the symmetry
of NCFs is nearly perfect with a high SNR. The influence of amp-
litude normalization using the one-bit and running average
methods was almost identical. We evaluated the feasibility of
these parameters on the CDC 40th because the clock drift of the
OBSs was known. We then applied the same parameters success-
fully to the OBSs on the CDC 34th. Additionally, the precision of
the static drift was improved using the stacked reference trace of
all dates. We further optimized the clock drift of all the stations
based on the interstation relationship. In the end, the clock drift
between every two OBSs was estimated by linear regressions with
small deviations. After the 108 d accumulation, the largest relat-
ive clock drift exceed non-negligible level of 2 s. Thus time cor-
rection is necessary for a long term seismic observation.

In this paper, we confirmed that OBS clock drift, including the
static and dynamic offsets could be estimated using TSA tech-
niques with appropriate parameters based on ambient noise
cross-correlation. In the deep-sea environment the low fre-
quency secondary ocean microseism are taken as nearly homo-
geneous noise sources and the time shift of the NCFs results
solely from the clock drift between each OBS pair. Hence, using
the low frequent noise cross-correction technique can be partic-
ularly useful for the OBS data, especially in cases where OBSs
malfunction or there is non-linear drift.
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Fig. 9.   The relative clock drifts of the OBSs related to OBS01 as a
reference station using TSA. The oblique line is the line of best fit;
the standard deviation (s) of each pair is shown on the top left.
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Abstract

The study was to find out the effect  of  cadmium and mercury on levels  of  hemolymph glucose,  crustacean
hyperglycemic hormone (CHH) and hepatopancreas glycogen in the blue swimmer crab Portunus pelagicus. The
experiments were performed in both intact and eyestalk ablated crabs. Quantification of CHH was done by the
indirect ELISA with the aid of primary anti-Carcinus maenas-CHH antibody. Higher glucose concentration was
observed on exposure to 8×10–6 of cadmium ((825.6±5.42) μg/mL) and 6×10–6 of mercury ((90.5±6.25) μg/mL)
after 48 h and 24 h respectively. Higher level of hemolymph glucose was observed in eyestalk intact crabs on
exposure to cadmium and mercury than eyestalk ablated crabs. Decrease in the levels of CHH was observed in
both eyestalk intact and ablated crabs on heavy metal exposure. Decline of the hepatopancreas glycogen level was
also witnessed with the exposure to heavy metal, which validated its utilization in the production of glucose. Thus
this study brings to light, the variations in hemolymph glucose, CHH and hepatopancreas glycogen on heavy
metal stress. These carbohydrate metabolites can be used as biomarkers in assessing heavy metal contamination
in water bodies.

Key words: crustacean hyperglycemic hormone, cadmium, mercury, decapod crustaceans, blue swimmer crab
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1  Introduction
Heavy metals from farming as well as industrial activities

cause environmental pollution of the marine ecosystem and can
easily enter the food chain through the process of bioaccumula-
tion, which causes extreme health complications towards hu-
man beings. It has been well documented that crustaceans have
greater sensitivity towards heavy metals (Ahsanullah et al., 1981;
Migliore and De Nicola Giudici, 1990). Heavy metals have major
impact on the life cycle, reproduction, moulting stages and nutri-
tion values of the crustaceans (Vernberg et al., 1974; Madsen and
Shine, 1992; McGee et al., 1998). Heavy metals are not only harm-
ful but also have some beneficial role in crustaceans. Copper is
important for the functioning of hemocyanin and zinc is import-
ant component of many enzymes (Bryan, 1984; Rainbow, 1988).
Trace amounts of heavy metals are absorbed by animals and
stored as metabolically active forms, and are actively involved in
the essential biochemical processes. Sometimes the heavy metals
are detoxified into chemically inert forms and stored perman-
ently or temporarily. The accumulation process of heavy metals
may differ depending on the metals and species (Rainbow, 1988,
1997). Cadmium and mercury attracted increased awareness
after the outbreak of Minimata and Itai-Itai diseases due to con-
sumption of fish and other seafood contaminated with those
heavy metals (Ui, 1972). These heavy metals are more harmful to
the aquatic organism even at lower concentration because of
their bioaccumulation, immutable and non-degradable proper-

ties (Reddy et al., 2011).
Mercury and cadmium have the ability to inhibit ovarian mat-

uration in Procambarus clarkii (Reddy et al., 1997); additionally,
cadmium can reduce the fecundity and hatching success in P.
clarkii (Naqvi and Howell, 1993), and inhibits the molting pro-
cess in the crab Chasmagnathus granulate (Moreno et al., 2003).
Excess amount of copper can stop the growth of Penaeus mer-
guiensis and Penaeus monodon (Ahsanullah and Ying, 1995).
Mercury, cadmium and zinc are found to inhibit limb regenera-
tion and molting in Uca pugilator and other fiddler crabs (Weis,
1978, 1980).

Cadmium distribution has been studied in different subcellu-
lar fractions of gill and hepatopancreas tissues of eastern oysters
Crassostrea virginica. In both the tissue types, there was a signi-
ficant accumulation of cadmium. Among the organelles, mito-
chondria were the main target for cadmium bioaccumulation in
gills, whereas in hepatopancreas tissues, it was in lysosomes
(Júdová, 2006). Chronic metal exposure (Zn, Cu, Cd) has been
demonstrated to inhibit growth of sea cucumber with increased
metal concentration (Li et al., 2016). Accumulation of heavy
metals especially cadmium has been found to be 12 times higher
in crustaceans in the Gulf of Khumbat than that of European
community, three times higher than that of England standards
and one time higher than that of FAO/WHO prescribed limits
(Prakash Jebakumar et al., 2015).

Hormones play an important role in the different physiologic-  
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al process of crustaceans. The production and release of hor-
mones may differ before and after exposure to the pollutants. In
crustaceans, the most important response is hyperglycemia after
exposure to the pollutants (Fingerman et al., 1996, 1998). Re-
search findings suggest that this stress hyperglycemia is instig-
ated by the release of crustacean hyperglycemic hormone (CHH)
to the circulatory system (Reddy et al., 2011). Numerous studies
on endocrine regulation in stalk-eyed decapod crustaceans have
established the neurosecretory structures in the eyestalk as the
most important component of neuroendocrine system of these
animals (Dean and Vernberg, 1965). The hemolymph glucose
concentration is controlled by CHH (Abramowitz et al., 1944)
that is synthesized in and released from the X-organ sinus gland
complex. Reddy et al. (1994) reported that cadmium induced hy-
perglycemia in the red swamp crayfish, P. clarkii. Cadmium and
naphthalene induced hyperglycemia in the fiddler crab, U. pugil-
ator as reported by Reddy et al. (1996). Lorenzon et al. (2000)
showed evidence that sublethal heavy metal concentration cause
a variation of blood glucose level mediated by eyestalk hormone
in P. elegans within a 24 h exposure period.

The blue swimmer crab, Portunus pelagicus represents a valu-
able component of small-scale coastal fisheries in many coun-
tries in the tropics (Batoy et al., 1980; Joel et al., 1987; Kyomo,
1999; Mgaya et al., 1999). Its distribution outspreads from the
southern Mediterranean Sea, the east coast of Africa and across
the Indian Ocean to Japan and the western Pacific Ocean (Smith,
1982; Potter et al., 1983). In India, it distributes extensively
throughout West Bengal, Andhra Pradesh, Tamil Nadu, Kerala,
Karnataka and Maharashtra, and contributes about 30% of the
total annual marine crab landings (Samuel et al., 2004). Blue
swimmer crabs are found mainly within estuaries and inshore
coastal waters. In estuaries, they live in mud, sand and seagrass
habitats, and often buried in the sediment.

Palanichamy and Rajendran (2000) have studied heavy metal
concentration in seawater and sediments of the Gulf of Mannar
and Palk Bay, southeast coast of India. Levels of cadmium were
in order of Arumuganeri > Tuticorin > Thondi > Mandapam.
Govindasamy et al. (2011) have observed high accumulation of
heavy metals in Thondi. The increase in urbanisation and indus-
trialisation leading to an increase of marine discharges and
therefore the total load of pollutants being delivered to the sea,
has been postulated as the reason for increased heavy metal in-
cidence at Thondi. The culturable bacterial diversity of marine
sediments from the Palk Bay (Thondi coast) has been evaluated
using biochemical analysis, 16S rRNA gene sequencing, and their
potential for antibiotic production has been assessed. Members
of Firmicutes, Actinobacteria, Alphaproteobacteria, Gammapro-
teobacteria and Bacillus species have been identified in the
Thondi coast (Nithya and Karutha Pandian, 2010). The blue
swimmer crab, P. pelagicus inhabiting in Thondi coast, is often
exposed to varying environmental stresses and hence its meta-
bolism and physiological activities are affected. These crabs are
observed to accumulate cadmium in the hepatopancreas after
being presented elevated levels of the metals Cd, Cu, Zn, As, Fe
and Al via a food source, the mussel Trychomya hirsuta. Over 8
weeks, crabs were fed a controlled diet to determine the accumu-
lation of metals and accumulation was detected after 4 weeks of
feeding (McPherson and Brown, 2001). Hence, the present study
was conducted, to determine the effect of cadmium and mercury
on hemolymph glucose and CHH in the intact and eyestalk ab-
lated crabs after 24 h and 48 h exposure to metals in the blue
swimmer crab, P. pelagicus.

2  Materials and methods

2.1  Collection and maintenance of crabs
Healthy adult blue swimmer crabs, P. pelagicus, were caught

from the Thondi coast, Thondi (9°45′N, 79°04′E) with the cara-
pace length of (10±1) cm and (80±5) g wet weight. The crabs were
cautiously transported to the laboratory in aerated plastic
troughs and introduced into the tank containing pre-aerated
filtered sea water and acclimatized for a week at about 34±2 sa-
linity and room temperature ((30±2)°C). During the period, the
crabs were fed with oyster (Crassostrea madrasensis) meat twice a
day. The unconsumed meat and other debris particles were re-
moved by siphoning. The water was removed and fresh sea wa-
ter was introduced daily.

2.2  Heavy metal stress
Crabs were gathered and segregated into groups for different

heavy metals treatment. Each group contains ten crabs for heavy
metal stress. Heavy metals like mercury (Hg) and cadmium (Cd)
are actively involved in bioaccumulation and transferable
through the food chain process.

Heavy metal stock solution:
Mercury and cadmium stock solutions (1 000×10–6) were pre-

pared by dissolving their respective salts namely, mercury chlor-
ide and cadmium chloride.

Experimental setup:
Experimental group 1: the intact crabs exposed to mercury

(8×10–6);
Experimental group 2: the eyestalk ablated crabs exposed to

mercury (8×10–6);
Experimental group 3: the intact crabs exposed to cadmium

(8×10–6);
Experimental group 4: the eyestalk crabs exposed to cadmi-

um (8×10–6);
Experimental group 5: this group served as control.

2.3  Collection of hemolymph and hepatopancreas
Hemolymph and hepatopancreas were sampled from Groups

1 and 2 crabs at 0th, 12th, 24th, 36th and 48th h, samples from
Groups 3 and 4 were collected at 0th, 12th and 24th h. Before
sample collection, crabs were anaesthetised on ice for 5 min and
the hemolymph (~2 mL/crab) was collected from the arthrodial
membrane of swimmeret and stored at –20°C. The hemolymph
collected from the experimental crabs during different hours of
exposure was centrifuged at 5 000 r/min for 5 min to get cell free
hemolymph (CFH) and was used to estimate hemolymph gluc-
ose and CHH levels.

Determination of glucose was done by glucose oxidase meth-
od (Tietz et al., 1976) in a multiwall format. Estimation of total
glycogen in hepatopancreas was done according to the methodo-
logy of Carroll et al. (1956).

2.4  Quantification of hemolymph CHH by indirect ELISA
Quantification of CHH in the hemolymph was carried out as

per the methodology of Levenson et al. (1999). The CFH were
mixed 1:1 (v/v) with coating buffer (0.2 mol/L sodium carbonate-
bi carbonate buffer, pH 9.4) and 100 μL was loaded in each well.
The plate was incubated at 4°C overnight. After washing with
washing buffer (10 mmol/L PBS, pH 7.4 and 0.1% Tween 20) the
plate was blocked with 100 μL of blocking buffer (10 mmol/L
PBS, 0.1% Tween 20, 2% BSA) for 2 h at room temperature. After
washing, the plate was incubated with anti-Carcinus maenas-
CHH (dilution 1:10 000 in blocking buffer) for 2 h at room tem-
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perature. Plate was then washed and incubated with the second-
ary antibody, anti-rabbit IgG peroxidase (Sigma, A4914) (dilu-
tion 1:500 in blocking buffer) for 2 h at room temperature. Again,
the plate was washed and 100 μL of TMB substrate was added in-
to each well to initiate the enzymatic reaction. The plate was in-
cubated in dark for 10–30 min at 37°C. The reaction was stopped
by adding 2 mol/L H2SO4. Finally, multiwell plates were read at
450 nm on ELISA-reader (Cyberlab Inc., USA).

3  Results

3.1  Effect of cadmium
Preliminary experiments revealed higher hemolymph gluc-

ose level ((824.9±40) μg/mL) in the crabs when exposed to 8×10–6

of cadmium chloride after 48 h than other concentrations (Fig. 1).
This concentration was chosen as the test concentration for
hemolymph glucose, hepatopancreas glycogen and hemolymph
CHH studies over increasing time periods.

3.2  Effect of cadmium on hemolymph glucose
Fluctuating variations in the hemolymph glucose level was

observed on exposure to 8×10–6 cadmium chloride over the 48 h
time period (Fig. 1). A significant increase in the hemolymph
glucose level was observed at 24 h ((440±7.20) μg/mL) and 48 h
((825.6±5.42) μg/mL) of cadmium exposure in eyestalk intact
crabs when compared to the 0 h of exposure ((373±5.23) μg/mL)
(t<0.001). A sharp decline was observed between the two hours,
i.e., during 12 h and 36 h.

The first peak in glucose level of (320±7.21) μg/mL was ob-
served after  24 h of  cadmium exposure compared with
(86.6±5.24) μg/mL at 0 h of exposure in eyestalk ablated crabs. A
decline in its level was observed thereafter at 36 h ((226.6±8.32)
μg/mL) and then increased to its maximum around 48 h
((459.2±4.88) μg/mL) (t<0.01). Comparison between the two ex-
perimental groups of crabs showed higher level of hemolymph
glucose in eyestalk intact crabs at 24 h period of exposure
(P<0.01) (Fig. 2).

3.3  Effect of cadmium on hepatopancreas glycogen
Insignificant variations in the hepatopancreas glycogen level

were observed between eyestalk intact and ablated crabs during
the period of exposure (P>0.05) (Fig. 3). Variations did not follow

a definite trend of increase or decrease. The hepatopancreas gly-
cogen level was (1.55±0.2) μg/mg at 0 h of exposure, without
drastic changes during the later hours of cadmium exposure till
48 h ((1.425±0.11) μg/mg) (t>0.05). Though a notable decrease in
the glycogen level of (1.433±0.11) μg/mg and (1.325±0.23) μg/mg
were observed during 12 h and 36 h of cadmium exposure in eye-
stalk ablated crabs, the levels were set back to those of 0 h of ex-
posure ((1.725±0.23) μg/mg) at 48 h (t<0.05).

3.4  Effect of cadmium on hemolymph CHH
Significant variations were observed in the hemolymph level

of CHH in both eyestalk intact and ablated crabs (Fig. 4). Higher
level of hemolymph CHH was observed in the eyestalk intact
crabs after 36 h of cadmium exposure ((33.02±1.44) fmol/mL)
when compared to eyestalk ablated crabs ((15.84±1.27) fmol/
mL). Decrease in the level of hemolymph CHH was observed
from 0 h ((25.63±2.32) fmol/mL) to 48 h ((16.83±2.14) fmol/mL)
of cadmium exposure in eyestalk ablated crabs (P<0.001). Vari-
ations noted in the hemolymph CHH levels of eyestalk intact
crabs were vague and did not follow a steady pattern of increase
or decrease. Increase in the CHH levels to (32.78±2.85) fmol/mL
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Fig.  1.     Effect  of  varying  cadmium  concentrations  on  hemo-
lymph glucose level in P. pelagicus.
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Fig. 2.   Variations in the level of hemolymph glucose on cadmi-
um exposure in P. pelagicus.

3.0

2.5

2.0

1.5

1.0

H
p

at
o

p
an

cr
ea

s 
g

ly
co

g
en

/μ
g

·m
g

-
1

0.5

0

0 12

Hours of cadmium (8×10-6) exposure/h

eyestalk intact eyestalk ablated

24 36 48

 

Fig. 3.     Variations in the level of hepatopancreas glycogen on
cadmium exposure in P. pelagicus.
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was observed after 24 h of cadmium exposure and further in-
creased after 36 h of exposure (P<0.05).

3.5  Effect of mercury
Crabs were pushed to heavy stress on 36 h and 48 h of mer-

cury exposure and mortality was recorded after 24 h of exposure
(Fig. 5). An elevated glucose level of (817.7±40) μg/mL was ob-
served after 24 h of exposure in the crabs when exposed to 6×10–6

of mercuric chloride than other concentrations. Hence, 6×10–6

was tested over increasing time periods in terms of hemolymph
glucose, hepatopancreas glycogen and hemolymph CHH.

3.6  Effect of mercury on hemolymph glucose
Highly significant increase in hemolymph glucose level to

(817±11.78) μg/mL was observed on 24 h of mercury exposure
when compared to 0 h of exposure ((182.21±9.14) μg/mL) in eye-
stalk intact crabs (t<0.000 1) (Fig. 6). Eyestalk ablated crabs
showed less significant variations in the hemolymph glucose
level on mercury exposure. The hemolymph glucose level of
(26.21±8.24) μg/mL observed at 0 h of exposure and increased in-
significantly to (45.13±5.23) μg/mL during 12 h of exposure and
reached (90.5±6.25) μg/mL at 24 h of mercury exposure (t<0.05).

3.7  Effect of mercury on hepatopancreas glycogen
Insignificant variations were observed in the level of hepato-

pancreas glycogen between eyestalk intact and eyestalk ablated
crabs (P>0.05) (Fig. 7). The hepatopancreas glycogen reserves
were observed to decrease gradually from 0 h ((1.24±0.12)
μg/mg), through 12 h ((0.683±0.11) μg/mg) to 24 h ((0.437±0.08)
μg/mg) of mercury exposure in eyestalk intact crabs (t<0.05). A
similar trend was observed in eyestalk ablated crabs with the
level of glycogen being comparatively lower. Higher level of hep-
atopancreas glycogen of (0.78±0.13) μg/mg was observed at 0 h of
exposure which declined to (0.371±0.10) μg/mg at 24 h of expos-
ure (t>0.05).

3.8  Effect of mercury on hemolymph CHH
Mercury exposure decreased the hemolymph CHH levels and

proved its effect on the hormone in the eyestalk intact and ab-
lated crabs, with the eyestalk intact crabs showing higher levels of
CHH (t<0.05). In eyestalk intact crabs, the CHH level was
(33.18±0.99) fmol/mL at 0 h of exposure and decreased signific-
antly to (14.21±1.12) fmol/mL around 12 h of exposure. This level
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Fig. 4.   Variations in the level of hemolymph CHH on cadmium
exposure in P. pelagicus.
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Fig. 5.   Effect of varying mercury concentrations on hemolymph
glucose level in P. pelagicus.
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Fig. 6.   Variations in the level of hemolymph glucose on mercury
exposure in P. pelagicus.
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Fig. 7.     Variations in the level of hepatopancreas glycogen on
mercury exposure in P. pelagicus.
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increased to (21.57±1.54) fmol/mL at 24 h of exposure after which
mortality of the crab was observed. The hemolymph CHH levels
decreased during the early  hours of  exposure from 0 h
((27.11±1.28) fmol/mL) till 12 h ((10.21±1.94) fmol/mL) and in-
creased slightly to (14.79±2.01) fmol/mL at 24 h of exposure in
eyestalk ablated crabs (Fig. 8).

4  Discussion
This paper aims to investigate the relationship between heavy

metal stress and the release of crustacean hyperglycemic hor-
mone from the x-organ sinus gland into the hemolymph, and
thereby glycemic response in the blue swimmer crab P. pelagicus.
Furthermore, the present study validates the use of a cross react-
ivity of the antibody, anti-Carcinus maenas-CHH to access the
CHH in the hemolymph of P. pelagicus, with the focuses on
quantification of the variation in glucose, glycogen and CHH
after exposure with different heavy metals.

An elevation in the glucose concentration was observed in the
hemolymph of P. pelagicus following exposure to cadmium
chloride and mercury chloride. Higher glucose concentration
was observed on exposure to 8×10–6 of cadmium and 6×10–6 of
mercury after 48 h and 24 h respectively. Insignificant increase in
glucose level was observed in the eyestalk ablated individuals.
Cadmium exposed eyestalk ablated crabs showed gradual in-
crease in glucose until 36 h and sudden decrease till 48 h. Mer-
cury exposed eyestalk ablated crabs also showed the pattern of
gradual increase in glucose level until the end of the experiment.
Cadmium exposed intact crabs showed higher glucose during
different exposure time. Lorenzon et al. (2000) showed that the
higher concentrations of mercury, cadmium and lead elicited no
hyperglycemia in 24 h, while the intermediate sub lethal concen-
tration of these metals produced a significant hyperglycemic re-
sponse in the shrimp Palaemon elegans. Studies demonstrate
that heavy metals induce hyperglycemic response in the fresh
water crab Barytelphusa cunicularis (Machale et al., 1989), Ozi-
otelphusa senex senex, the crayfish P. clarkii, the fiddler crab U.
pugilator (Reddy et al., 1994, 1996, 2011) and in the shrimp P. el-
egans (Lorenzon et al., 2000). Variations in the glucose level of in-
tact and eyestalk-ablated individuals have been reported in U.
pugilator and in O. senex senex (Reddy et al., 1996, 2011) on ex-
posure to cadmium and mercury.

Hyperglycaemia results from the mobilization of glycogen in

target tissues (e.g., midgut glands and abdominal muscles), due
to the activation of phosphorylase and the inhibition of glycogen
synthase via the CHH (Sedlmeier, 1982). Stentiford et al. (2001)
found significantly lower levels of hepatopancreatic glycogen in
lobsters Nephrops norvegicus after infected with dinoflagellate
parasite (Hematodinium sp.). CHH-injected crayfish (Cherax
quadricarinatus) showed increased hemolymphatic levels of
glucose, in accordance with a significant utilization of glycogen
reserves from the hepatopancreas (Prymaczok et al., 2016). It has
been reported that the CHH levels increased instantly after ex-
posure to stressful conditions such as emersion, hypoxia, salinity
and thermal stress (Chang et al., 1998; Chung and Zmora, 2008;
Webster, 1996), which leads to the modulation of glucose levels
in hemolymph through utilization of glycogen stored in hepato-
pancreas and muscle (Santos and Keller, 1993; Santos et al., 2001;
Sedlmeier, 1985).

In our study, variations of glycogen did not follow a definite
trend of increase or decrease after exposure to cadmium. The
hepatopancreas glycogen level was higher at 0 h of exposure, did
not experience drastic changes during the later hours of cadmi-
um exposure till 48 h. Though a notable decrease in the glycogen
level was observed at 12 h and 36 h of cadmium exposure in eye-
stalk ablated crabs, the levels at 48 h were back to those of 0 h of
exposure. Whereas, mercury exposed crabs showed insignificant
differences in glycogen levels between eyestalk intact and eye-
stalk ablated crabs. Significant decrease of glycogen levels was
observed during the exposure period from 0 h to 24 h.

In the present study, more substantial hyperglycemic re-
sponse in P. pelagicus was observed at LC50 levels of cadmium
and mercury exposure than higher concentrations in 24 h. Loren-
zon (2005) also reported that intermediate sublethal concentra-
tion of cadmium, mercury and lead showed significant hypergly-
cemic response than higher concentrations during 24 h incuba-
tion period. Heavy metals like cadmium, mercury and lead have
been reported to cause hyperglycemia in the freshwater prawn,
Macrobrachium kistenensis, the crab, Barytelphusa canicularis
(Nagabhushanam and Kulkarni, 1981; Machale et al., 1989) and
Scylla serrata (Reddy and Bhagyalakshmi, 1994). Lorenzon et al.
(2004) found that massive release of CHH from the eyestalk into
hemolymph of P. elegans after exposure to copper. Moreover,
cadmium chloride has been observed to induce hyperglycemia in
intact crayfish P. clarkii, but not in eyestalk ablated crabs (U. pu-
gilator), suggesting a CHH mediated response (Reddy et al.,
1996). The two heavy metals did not elicit significant hypergly-
cemic response in eyestalk ablated crabs which clearly indicates
the involvement of optic ganglia. The relationship between toxic-
ant exposure and release of the CHH was confirmed by variation
in hemolymph glucose (Lorenzon et al., 2005).

In conclusion, the present study demonstrated different stress
effect of heavy metals on glycemic control system in blue swim-
mer crab and the regulation of glycemic response. Base evidence
of heavy metals interference on control of this mechanism and
analysis of these metabolites could lead to better understanding
and assessment of the environment quality.
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Abstract

Sea cucumber, Apostichopus japonicus is very sensitive to light changes. It is important to study the influence of
light on the molecular response of A. japonicus. In this study, RNA-seq provided a general overview of the gene
expression profiles of the body walls of A. japonicus exposed to strong light (“light”), normal light (“control”) and
fully dark (“dark”) environment. In the comparisons of “control” vs. “dark”, ”control” vs. “light” and “dark” vs.
“light”,  1  161,  113 and 1 705 differentially  expressed genes (DEGs) were identified following the criteria  of
|log2ratio|≥1 and FDR≤0.001, respectively. Gene ontology analysis showed that “cellular process” and “binding”
enriched the most DEGs in the category of “biological process” and “molecular function”, while “cell” and “cell
part” enriched the most DEGs in the category of “cellular component”. And the DEGs were mapped to 214, 41 and
229 pathways in the Kyoto Encyclopedia of Genes and Genomes database, and 51, 2 and 57 pathways were
significantly enriched, respectively. Light-specific DEGs identified in this study will be important targets for
further investigation to establish the biochemical mechanisms involved in the adaption of this sea cucumber to
changes in the level of environmental light.

Key words: sea cucumber, Apostichopus japonicus, gene expression, dark, light, body wall
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1  Introduction
Light is an important ecological factor. The photoperiod, light

intensity and light color can influence the distribution (Thorson,
1964), movement (Ringelberg, 1995), behavior (Naylor, 1999),
physiology (Lambert and Brandt, 1967), feeding (Volpato et al.,
2013), reproduction (Lambert and Brandt, 1967; West and Lam-
bert, 1976), and growth of aquatic animals (Zhou et al., 2000).

Apostichopus japonicus, a common temperate species of sea
cucumber, is distributed in the northwest Pacific (Liao, 1980;
Sloan, 1984). Apostichopus japonicus is a very important mari-
cultural species and is considered to be one of the most flavorful
species in markets in East and Southeast Asian countries (Zhou
et al., 2014). In 2015, the area occupied by A. japonicus culture
was 216 508 hm2 for a total output that reached 205 791 t in China
(Fisheries Bureau of Ministry of Agriculture, 2016). It generates
the highest single-species output value and profit of mariculture
in northern China (Zhang et al., 2015b).

Light is a very important factor in the culture of A. japonicus,
especially during the stages of brood stock and larval culture and
juvenile rearing. A dark environment is usually maintained in the
hatchery (Zhang et al., 2015b). To optimize the light conditions is
a key technique in A. japonicus culture. Therefore it is important
to study the influence of light on the behavior and physiology of
A. japonicus.

Recently, the effects of light intensity on the daily activity
rhythm of juvenile A. japonicus (Dong et al., 2010a), and on the
daily feeding rhythm and movement, and the behavior and
physiology of the species (Sun et al., 2015; Pan et al., 2015) have
been investigated and quantified. The influence of light on the
growth (Xue et al., 2007; Lin et al., 2013), respiration and excre-
tion (Sui et al., 2010), and energy budget (Bao et al., 2014) of A.
japonicus have also been investigated. In addition, some of the
molecular responses of differentially expressed genes in A. ja-
ponicus have been studied during the aestivation stage (Zhao et  
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al., 2014a; Chen and Storey, 2014), the intestine regeneration
stage (Sun et al., 2013) and between different growth stages (em-
bryo and larva) (Yang et al., 2010), under thermal (Shao et al.,
2015) and osmotic stress (Dong et al., 2008), and even suffered
from pathogen challenge (Zhang et al., 2013; Shao et al., 2013;
Zhang et al., 2014). However, the molecular responses of differ-
entially expressed genes in A. japonicus exposed to strong light
and darkness, and the molecular basis of these adaptations, is
poorly understood.

Generally speaking, A. japonicus is more like a nocturnal an-
imal, and the feeding and activity peak mostly occurs late at night
(Sun et al., 2015). Therefore, these organisms may be sensitive
when exposed to different intensities of light. Some species of
echinoderms have photosensory organs related to illumination,
such as the brittle star Ophiocoma wendtii on the backs of the
arms (Aizenberg et al., 2001) and the purple sea urchin Strongylo-
centrotus purpuratus on the tube feet (Raible et al., 2006). Some
photosensory cells are composed of specialized structures of the
ossicles (Aizenberg et al., 2001).

The body wall of A. japonicus, containing undeveloped bones
with tiny scattered ossicles, which is in contact with the light dir-
ectly by day and night, may be a sensitive photosensory tissue
and influenced by light intensity. It may generate differential
gene expression under strong light and in fully dark environ-
ments. However, the regulatory and response mechanisms are
unclear. With the increasing availability of sequence data in re-
cent years, expression profiling has been used to identify genes
involved in the adaptive responses to environmental factors. Re-
cently, RNA sequencing has been used to quantify, discover and
profile RNAs. This is an effective and popular approach, for high
throughput sequencing, with high sensitivity. The aim of this
study was to develop a better understanding of the molecular re-
sponses of A. japonicus when exposed to strong ambient light
and dark environments and to provide a theoretical basis for the
development of healthy breeding conditions for A. japonicus.

2  Materials and methods

2.1  Ethics statement
It is not applicable in this study. Human or vertebrate species

or relating samples were not involved. The sea cucumber, A. ja-
ponicus is not endangered or protected. No special permission

was needed for the collection of A. japonicus.

2.2  Animals
Thirty-six fresh and healthy A. japonicus (80–130 g body

weight) were collected from the coast of Qingdao, China and ac-
climated in tanks containing aerated sand-filtered seawater (sa-
linity 31, pH 8.1) at (15±0.5)°C for one week before being exposed
to different light conditions. They were fed once a day during this
period. The animals were then divided randomly into three
groups (12 individuals in each group). One group of sea cucum-
bers was maintained as the control group with natural light
(“control”) with the light intensity around 100 lx; the other two
groups were exposed separately to strong light exposure with the
light intensity around 2 000 lx (“light”), and in a fully dark tank
covered by a shade cloth (“dark”) for two hours. Six individuals
randomly selected from each group were then dissected
promptly and the body walls were sampled to be preserved for
RNA extraction and sequencing. A brief overview of the rearing
conditions of the sampled sea cucumbers and summarizes the
key characteristics of the project are listed in Table 1.

2.3  RNA extraction and sequencing
RNA samples were extracted from the body walls of sea cu-

cumbers in three different groups (“control”, “light” and “dark”)
with an RNeasy mini kit, including DNase treatment with a
RNase-free DNase (Qiagen Inc., Germany), according to the pro-
tocols of the manufacturer. Agilent 2100 bioanalyzer was used to
determine the concentration and quality of the samples. Equal
amount of the RNA samples from six individuals per group was
pooled to prepare the sequencing library. The preparation of Lib-
raries from the three RNA pools was carried out by Beijing Gen-
omics Institute (BGI, Shenzhen, China), including mRNA enrich-
ment, fragmentation, ligation of adapters, PCR amplification, and
sequencing was conducted using an IlluminaHiSeqTM 2000 (BGI,
Shenzhen). The sequencing was for single end read, and its read
length was 200 bp.

2.4  Read mapping and sequence quality control
After quality control, which is applied for raw reads from

primary sequencing to determine if resequencing is needed, the
filtration of raw reads was involved to get clean reads through re-
moving reads with adaptors, more than 10% unknown bases, and

Table 1.   Gene expression profiles and environmental feature
Item Description

Investigation type sea cucumber, Apostichopus japonicus

Project name gene expression response to strong lighting and dark

Collection date April 15, 2013

Geographic location 35.97°N, 120.28°E

Country China (Qingdao)

Environment (biome) marine-subtidal area

Environment (material) sea cucumbers maintained in seawater at laboratory

Temperature (15±0.5)°C

Salinity 31

pH 8.1

Light 100 lx (control), 2 000 lx (light), fully dark (dark)

Sequencing method pyrosequencing

Sequencing technology IlluminaHiSeqTM2000

Mapping method Soap(2.21)

Annotation method Blast(2.2.23), Blast2GO(2.2.5)

Reference database Sun et al. (2011) (NCBI accession No. SRA020994), Du et al. (2012) (NCBI accession No. SRA046386)
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low quality reads. Clean reads were then mapped to the refer-
ence databases using SOAP aligner/soap2 from large scale tran-
scriptome profiling of sea cucumber, A. japonicus (Sun et al.,
2011; Du et al., 2012). QC of alignment was also involved, includ-
ing the calculation of the distribution of reads on reference genes
and mapping ratio. Quality assessment of reads, sequencing sat-
uration analysis, and randomness assessment were involved to
confirm the quality of sequencing.

2.5  Gene expression analysis, real-time PCR validation and func-
tional classification
Differentially expressed genes (DEGs) were detected by the

RPKM method (reads per kb million reads), based on the nor-
malized number of clean tags mapped exclusively for each gene
(Mortazavi et al., 2008). The deviation of gene expression brought
about by sequencing difference and gene length preference can
be removed effectively by the standardization. In this study, the
false discovery rate (FDR) not greater than 0.001 and an absolute
value of log2ratio not less than 1 were set to determine DEGs, as
described previously by Audic and Claverie (1997).

To validate RNA-seq results, the top five up-regulated genes
and top five down-regulated genes were taken to perform real-
time PCR. Primers were designed for optimal performance with
primer3 (Table 2). The input RNA used in the synthesis of cDNA
was run in triplicate of each group. The synthesis of the first
strand cDNA was in 25 μL reaction system, as described in our
earlier research (Sun et al., 2013). The SYBR Green® real-time
PCR assay with an Eppendorf Mastercycler®eprealplex (Eppen-
dorf, Hamburg, Germany) was used to determine the mRNA ex-
pression levels. The amplification volume (25 μL) contained 10.5
μL of RNase-free water, 12.5 μL of SYBR GreenMasterMix
(Takara), 0.5 μL (each) of forward and reverse primer, and 1 μL of
diluted cDNA. Thermal cycling procedure was 95°C for 5 s, and
followed by 40 cycles at 95°C for 10 s, 60°C for 20 s and 72°C for 30
s. The specificity of the amplification products was confirmed by
melting curve analysis. All the data were given as mean±SD (N=3)
and P＜0.05 was set for the statistical significance. And the ana-

lysis was performed with SPSS18.0 software.
To identify functional classifications of DEGs, all DEGs were

mapped to gene ontology terms with the gene ontology (GO)
database (http://www.geneontology.org/) and Kyoto Encyclope-
dia of Genes and Genomes (KEGG) (http://www.genome.jp/
kegg/). Subsequently, the significantly enriched GO terms and
pathways were determined by the calculation of the gene num-
bers related to each term and the application of a hypergeomet-
ric test applied to the DEGs. Q value was involved to determine
the threshold of P value in multiple tests by the Bonferroni meth-
od (Abdi, 2007), and P＜0.05 was set as the threshold to determ-
ine significantly enriched GO terms and KEGG pathways.

3  Results

3.1  Analysis of sequencing data quality
Libraries of three different groups (“control”, “dark” and

“light”) were constructed from sea cucumber body walls. After
filtering out low quality reads (adaptor reads, 10% unknown
bases, and low quality reads) (Table 3), 5 919 823, 5 921 246 and
6 227 616 clean reads corresponding to the three groups have
been deposited at GEO under the accession No. GSE87803. The
reference transcriptome used in this work was from a 454 se-
quence transcriptomic database including different tissues, dif-
ferent developmental stages and different physiological condi-
tions of A. japonicus (NCBI accession No. SRA020994 and No.
SRA046386) (Sun et al., 2011; Du et al., 2012), which is currently
the most thorough sea cucumber transcriptomic database. After
alignment to the reference transcriptome, a total of 2 538 654
(42.88%), 2 723 388 (45.99%) and 2 633 299 (42.28%) reads were
mapped to the “control”, “dark” and “light” libraries as shown in
Table 3. Of these, 1 777 034, 1 915 744 and 1 842 939 reads were
uniquely aligned in one of the three libraries, accounting for
30.02%, 32.35% and 29.59% of all the mapped reads. Rigid data
quality control and conservative matching ensured the effective-
ness and accuracy of our results (Fig. S1). Saturation analysis in-
dicated that 5×106 clean reads were already nearly saturated at

Table 2.   Primers designed for optimal performance
Gene Primer F Primer R Product size/bp

SAPA GTACCACTGGGCGTGAGTTT CGTTGCCCTATCGTTGCTAT 173

DSI GGCAGGTGTTGGAAACAAAT TCTGTCCTTCCGTCTGTGTG 186

TRA GTGGACGGGGAAAACTTGTA AGCTCATCCACACCTTTTGG 203

LRCP GAGGTCGAGTGGACAGAAGC TGTCACGAACAGCTCCAAAG 240

ASF GCTCTGTGCATCCATCTGAA AGCTTTCTACGGTGCGTTGT 241

AM GCCTGAAGTTCGACCAAGTC AATTTGAAGGATGGCGTGTC 171

PAP CCATCCTTTTGCTCCATTGT CCTCCGGACAATCCTGAATA 249

LRBAP CCCCGATGGAATGAAGAGTA CGATGGCAAGTTGACTCAGA 188

PGT CGTTCCAAGTCAAGCGTACA ATCATTGCCTCCATCCTGAG 201

AAPK GTGTGCAAGTCTGCAAGGAA ATGGTGAATTTTCCGCTCTG 202

          Note: SAPA represents serum amyloid protein A; DSI dynactin subunit 5-like isoform 1; TRA transcobalamin I-like; LRCP leucine-rich
repeat-containing protein; ASF ATP synthase-coupling factor 6, mitochondrial-like; AM alpha-2-macroglobulin-like; PAP papilin-like; LRBAP
lipopolysaccharide-responsive and beige-like anchor protein-like, partial; PGT procollagen galactosyltransferase 1-like; and AAPK AP2-
associated protein kinase 1-like.

Table 3.   Summary of mapping result (mapping to reference genes)

Sample ID Total reads
Total

base pairs
Total

mapped reads Perfect match
≤2 bp

mismatch Unique match
Multi-position

match
Total

unmapped reads
Control 5 919 823

(100.00%)
290 071 327
(100.00%)

2 538 654
(42.88%)

1 777 034
(30.02%)

761 620
(12.87%)

1 570 290
(26.53%)

968 364
(16.36%)

3 381 169
(57.12%)

Dark 5 921 246
(100.00%)

290 141 054
(100.00%)

2 723 388
(45.99%)

1 915 744
(32.35%)

807 644
(13.64%)

1 698 268
(28.68%)

1 025 120
(17.31%)

3 197 858
(54.01%)

Light 6 227 616
(100.00%)

305 153 184
(100.00%)

2 633 299
(42.28%)

1 842 939
(29.59%)

790 360
(12.69%)

1 644 816
(26.41%)

988 483
(15.87%)

3 594 317
(57.72%)
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this platform stage (Fig. S2). Assessment of sequencing random-
ness indicated the distribution of the reads and, in this study, the
aligned reads seemed to be evenly distributed in the three librar-
ies (Fig. S3).

3.2  Differential gene expression analysis
RNA-seq provided a general overview of the gene expression

profiles of the body walls of A. japonicus exposed to strong light,
normal light and fully dark environment. As a result, 1 161, 113
and 1 705 DEGs were identified following the criteria of
|log2ratio|≥1 and FDR≤0.001, respectively, in comparisons of
“control” vs. “dark”, ”control” vs. “light” and “dark” vs. “light”
(Fig. 1).

Specifically, 145 up-regulated DEGs (0.23%, 145/62 000) and
1 016 down-regulated DEGs (1.64%, 1 016/62 000) were pro-
duced in the “control” vs. “dark” comparison, 46 up-regulated
DEGs (0.07%, 46/62, 000) and 67 down-regulated DEGs (0.11%,
67/62 000) were identified when “light” was compared with “con-
trol”, but 1 468 up-regulated DEGs (2.37%, 1 468/62 000) and 237
down-regulated DEGs (0.38%, 237/62 000) were detected in the
“dark” vs. “light” comparison.

The top 20 up- or down-regulated DEGs from these three
comparisons are listed in Table S1, S2 and S3. We found genes
with light-specific expression. Compared with “dark”, some DE-
Gs, including neurogenic locus notch homolog protein 2, 60S ri-
bosomal protein L8, phosphoinositide-3-kinase, lysine-specific
demethylase 4C isoform 1, C2 domain-containing protein 3, rho
GTPase-activating protein 18 isoform 2, and kinesin light chain
isoform 1, were only expressed in the “light” group. Compared

with “control”, some DEGs, such as angiopoietin-1 receptor,
were only expressed in the “light” group. However, because of
the limitation of the reference databases, many DEGs were not
annotated accurately.

3.3  Classification of gene ontology (GO)
Gene ontology analysis can provide complete functional in-

formation by assigning DEGs to three major sections (“cellular
component”, “molecular function” and “biological process”). In
order to determine the function of the DEGs, DGEs were conduc-
ted by GO analysis. The GO term enrichment analysis detected a
total of 27, 1 and 38 significantly overrepresented GO terms en-
riched in the comparisons of “control” vs. “dark”, “control” vs.
“light” and “dark” vs. “light”, respectively, with corrected P-value
less than 0.05 (Table 4). In the three comparisons, “cellular pro-
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Fig. 1.     Overview of differential expression (light representing
strong light, dark fully dark, and control normal light).

Table 4.   Gene ontology (GO) terms enriched of differentially expressed genes correlated with strong light, natural light and fully dark
exposure

Gene ontology term GO No. Reference frequency (N/M) Cluster frequency (n/m) Corrected P value

"Dark" vs. "control"

Biological process

Regulation of biological process GO: 0050789 156/365 (42.7%) 1 530/5 347 (28.6%) 1.59×10–6

Regulation of cellular process GO: 0050794 138/365 (37.8%) 1 331/5 347 (24.9%) 9.76×10–6

Biological regulation GO: 0065007 167/365 (45.8%) 1 804/5 347 (33.7%) 0.000 54

Cell communication GO: 0007154 89/365 (24.4%) 821/5 347 (15.4%) 0.001 99

Signaling GO: 0023052 85/365 (23.3%) 775/5 347 (14.5%) 0.002 25

Single organism signaling GO: 0044700 85/365 (23.3%) 775/5 347 (14.5%) 0.002 25

Negative regulation of cellular process GO: 0048523 37/365 (10.1%) 251/5 347 (4.7%) 0.004 86

Signal transduction GO: 0007165 76/365 (20.8%) 682/5 347 (12.8%) 0.004 99

Epithelial cell differentiation GO: 0030855 10/365 (2.7%) 27/5 347 (0.5%) 0.005 68

Regulation of localization GO: 0032879 21/365 (5.8%) 112/5 347 (2.1%) 0.016 45

Negative regulation of biological process GO: 0048519 40/365 (11.0%) 304/5 347 (5.7%) 0.032 40

Response to stimulus GO: 0050896 135/365 (37.0%) 1 478/5 347 (27.6%) 0.035 12

Cell surface receptor signaling pathway GO: 0007166 41/365 (11.2%) 316/5 347 (5.9%) 0.035 85

Appendage development GO: 0048736 13/365 (3.6%) 54/5 347 (1.0%) 0.047 49

Cellular component

Anchoring junction GO: 0070161 13/306 (4.2%) 48/4 541 (1.1%) 0.001 68

Cell-substrate adherens junction GO: 0005924 10/306 (3.3%) 31/4 541 (0.7%) 0.003 39

Cell-substrate junction GO: 0030055 10/306 (3.3%) 32/4 541 (0.7%) 0.004 64

Adherens junction GO: 0005912 10/306 (3.3%) 36/4 541 (0.8%) 0.014 36

Cell junction GO: 0030054 17/306 (5.6%) 91/4 541 (2.0%) 0.015 12

Neuron part GO: 0097458 21/306 (6.9%) 137/4 541 (3.0%) 0.045 31

Molecular function

Phosphotransferase activity, alcohol group as
acceptor

GO: 0016773 45/348 (12.9%) 253/5 067 (5.0%) 2.31×10–7

Protein kinase activity GO: 0050222 41/348 (11.8%) 238/5 067 (4.7%) 3.55×10–6

to be continued
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Continued from Table 4

Gene ontology term GO No. Reference frequency (N/M) Cluster frequency (n/m) Corrected P value

Kinase activity GO: 0016301 50/348 (14.4%) 348/5 067 (6.9%) 4.12×10–5

Transferase activity, transferring phosphorus-
containing groups

GO: 0016772 61/348 (17.5%) 492/5 067 (9.7%) 0.000 34

Enzyme binding GO: 0019899 28/348 (8.0%) 201/5 067 (4.0%) 0.038 67

Protein binding GO: 0005515 111/348 (31.9%) 1 209/5 067 (23.9%) 0.044 41

Protein domain specific binding GO: 0019904 13/348 (3.7%) 63/5 067 (1.2%) 0.048 4

"Light" vs. "control"

Biological process

Cellular component

Molecular function

Hydrolase activity, acting on carbon-nitrogen
(but not peptide) bonds

GO: 0016810 2 out of 10 genes, 20.0% 29 out of 5 067
genes, 0.6%

0.012 45

"Light" vs. "dark"

Biological process

Regulation of biological process GO: 0050789 241/555 (43.4%) 1 530/5 347 (28.6%) 2.88×10–12

Regulation of cellular process GO: 0050794 211/555 (38.0%) 1 331/5 347 (24.9%) 3.42×10–10

Biological regulation GO: 0065007 257/555 (46.3%) 1 804/5 347 (33.7%) 7.38×10–8

Intracellular signal transduction GO: 0035556 68/555 (12.3%) 320/5 347 (6.0%) 2.98×10–6

Cell communication GO: 0007154 134/555 (24.1%) 821/5 347 (15.4%) 7.75×10–6

Signal transduction GO: 0007165 116/555 (20.9%) 682/5 347 (12.8%) 9.87×10–6

Signaling GO: 0023052 127/555 (22.9%) 775/5 347 (14.5%) 1.73×10–5

Single organism signaling GO: 0044700 127/555 (22.9%) 775/5 347 (14.5%) 1.73×10–5

Negative regulation of cellular process GO: 0048523 52/555 (9.4%) 251/5 347 (4.7%) 0.000 61

Negative regulation of biological process GO: 0048519 59/555 (10.6%) 304/5 347 (5.7%) 0.001 05

Regulation of response to stimulus GO: 0048583 53/555 (9.5%) 270/5 347 (5.0%) 0.002 77

Cell surface receptor signaling pathway GO: 0007166 58/555 (10.5%) 316/5 347 (5.9%) 0.008 48

Cellular response to stimulus GO: 0051716 137/555 (24.7%) 946/5 347 (17.7%) 0.008 66

Regulation of phosphorylation GO: 0042325 29/555 (5.2%) 119/5 347 (2.2%) 0.009 01

Actin cytoskeleton organization GO: 0030036 24/555 (4.3%) 90/5 347 (1.7%) 0.010 83

Cellular response to chemical stimulus GO: 0070887 28/555 (5.0%) 114/5 347 (2.1%) 0.011 04

Gastrulation GO: 0007369 15/555 (2.7%) 42/5 347 (0.8%) 0.012 01

Actin filament-based process GO: 0030029 24/555 (4.3%) 91/5 347 (1.7%) 0.013 30

Regulation of protein phosphorylation GO: 0001932 27/555 (4.9%) 109/5 347 (2.0%) 0.013 48

Small GTPase mediated signal transduction GO: 0007264 18/555 (3.2%) 58/5 347 (1.1%) 0.015 17

Positive regulation of response to stimulus GO: 0048584 27/555 (4.9%) 111/5 347 (2.1%) 0.019 32

Cell migration GO: 0016477 26/555 (4.7%) 105/5 347 (2.0%) 0.019 74

Regulation of metabolic process GO: 0019222 88/555 (15.9%) 559/5 347 (10.5%) 0.025 05

Immune response-activating cell surface receptor
signaling pathway

GO: 0002429 6/555 (1.1%) 8/5 347 (0.1%) 0.034 36

Antigen receptor-mediated signaling pathway GO: 0050851 6/555 (1.1%) 8/5 347 (0.1%) 0.034 36

Immune response-regulating cell surface receptor
signaling pathway

GO: 0002768 7/555 (1.3%) 11/5 347 (0.2%) 0.034 38

Positive regulation of biological process GO: 0048518 66/555 (11.9%) 394/5 347 (7.4%) 0.044 41

Cellular component

Dendrite GO: 0030425 14/461 (3.0) 38/4 541 (0.8) 0.001 68

Neuron part GO: 0097458 30/461 (6.5) 137/4 541 (3.0) 0.005 12

A band GO: 0031672 4/461 (0.9) 4/4 541 (0.1) 0.017 84

Neuron projection GO: 0043005 26/461 (5.6) 124/4 541 (2.7) 0.036 97

Cell junction GO: 0030054 21/461 (4.6) 91/4 541 (2.0) 0.037 37

Molecular function

Phosphotransferase activity, alcohol group as
acceptor

GO: 0016773 58/512 (11.3) 253/5 067 (5.0) 1.49×10–7

Protein kinase activity GO: 0050222 54/512 (10.5) 238/5 067 (4.7) 9.08×10–7

Kinase activity GO: 0016301 67/512 (13.1) 348/5 067 (6.9) 1.41×10–5

Protein binding GO: 0005515 168/512 (32.8) 1 209/5 067 (23.9) 0.000 16

Transferase activity, transferring phosphorus-
containing groups

GO: 0016772 79/512 (15.4) 492/5 067 (9.7) 0.002 11

Enzyme binding GO: 0019899 39/512 (7.6) 201/5 067 (4.0) 0.007 91

          Note: N is the number of all genes with GO annotation, n the number of DEGs in N, M the number of all genes that are annotated to
certain GO terms, and m the number of DEGs in M.
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cess” and “binding” enriched the most DEGs in the category of
“biological process” and “molecular function”, while “cell” and
“cell part” enriched the most DEGs in the category of “cellular
component” (Fig. 2). Moreover, in the comparison of “control”
vs. “light”, “metabolic process” was another dominant term for
“biological process”, and “catalytic activity” was another domin-
ant term for “molecular function”.

3.4  Classification according to the Kyoto Encyclopedia of Genes
and Genomes (KEGG)
The DEGs were also mapped to KEGG metabolic and regulat-

ory pathways with a correct P-value cutoff of being less than 0.05.
The differential gene expression in the three comparisons “dark”
and “control”, “light” and “control”, “light” and “dark” affected a
range of KEGG pathways. The top ten significantly enriched
pathways for DEGs are listed in Table 5. The differentially ex-
pressed genes were mapped to 214, 41, and 229 pathways in the
KEGG database, and 51, 2, and 57 pathways were significantly

enriched, respectively (corrected P-value less than 0.05). The
most representative KEGG pathways included Focal adhesion
(ko04510), the ErbB signaling pathway (ko04012), and Fc gamma
R-mediated phagocytosis (ko04666) in the comparison of “con-
trol” vs. “dark”, ECM-receptor interaction (ko04512) and Focal
adhesion (ko04510) in the comparison of “control” vs. “light”,
and the Chemokine signaling pathway (ko04062), ErbB signaling
pathway (ko04012), and Focal adhesion (ko04510) in the com-
parison of “dark” vs. “light”.

3.5  Validation of DGE analysis
Real-time PCR was carried out to confirm the expression pro-

files of the top DGEs identified in the RNA-seq. Top five up-regu-
lated genes (serum amyloid protein A (SAPA); dynactin subunit
5-like isoform 1 (DSI), transcobalamin I-like (TRA), leucine-rich
repeat-containing protein (LRCP), ATP synthase-coupling factor
6, mitochondrial-like (ASF)) and top five down-regulated genes
(alpha-2-macroglobulin-like (AM), papilin-like (PAP), lipopoly-
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saccharide-responsive and beige-like anchor protein-like, partial
(LRBAP), procollagen galactosyltransferase 1-like (PGT), AP2-as-
sociated protein kinase 1-like (AAPK)) were applied to real-time
PCR at “dark” vs. “control” (Fig. 3). β-actin was taken as a refer-
ence gene to normalize gene expression data. Real-time PCR res-
ults showed that five up-regulated genes and four out of the five
down-regulated genes showed exact correlations in their expres-
sion profiles between real-time PCR and RNA-seq, which im-
plied our results were credible.

3.6  Key DEGs responding to different light conditions
Based on the primary results, genes whose functions appear

to be important for understanding the response of A. japonicus
when its body wall is exposed to different light conditions are
shown in Table 6. The key DEGs associated with light density
were classified into five groups. Generally speaking, when com-
pared with “control”, the change (-fold) in gene expression var-
ied less in “light” than in “dark”. For example, when compared
with “control”, some key DEGs associated with movement of
cells or subcellular components, such as dynein light chain road-
block-type 2, exhibited up-regulation in both “dark” and “light”.
Some DEGs, such as dynactin subunit 1-like, showed down-regu-
lation in “dark” but no significant change in “light”.

4  Discussion
Most organisms exhibit daily physiological and behavioral

rhythms that are regulated by molecular circadian clocks. Light is
the most common signal that entrains these rhythms (Reitzel et
al., 2010). Apostichopus japonicus is nocturnal, sensitive to light
and tends to keep away from light. The animals usually hide dur-
ing daylight hours and feed during the dark of night (Sun et al.,
2015). Apostichopus japonicus prefers habitats with low light in-
tensity. Lin et al. (2013) found that A. japonicus moved quickly to
the low light area after being placed in the center of the flume
within 90 min. They prefer to spawn in the dark and have distinct
rhythms, most individuals retreating to shelter during the day-

time and emerging and feeding during the night (Zhang et al.,
2015a; Dong et al., 2011). They usually inhabit and are attached
to the shadow area of reefs when exposed to strong light (Zhang
et al., 2006; Zhang et al., 2009; Chen et al., 2007). As a result, when
A. japonicus is exposed to different light conditions, specific be-
havioral and physiological characteristics may be observed and
molecular regulatory mechanisms may be affected.

Large scale gene expression profiling may facilitate the identi-
fication of systemic gene expression and regulatory mechanisms
for the environmental tolerance of sea cucumbers. In this study,
RNA-seq analysis was used to allow a comprehensive evaluation
of differences in gene expression in the body wall of the sea cu-
cumber A. japonicus under the influence of full darkness and
strong light. The results indicated that exposure of A. japonicus to
environments of different light intensity is associated with thou-
sands of transcriptional variations. Numerous light-associated
genes (Tables 4–6) showed different levels of expressions under
the influences of full darkness and the strong light environment.
These genes may be excellent candidates for future studies on the
molecular mechanisms associated with the behavior of A. ja-
ponicus under different light conditions. In addition, based on
the annotation of unigenes, the classification of DEGs was con-
ducted by a GO process in terms of different functions, biological
processes, and locations (Table 4, Fig. 2). Pathway enrichment
analysis identified the most significantly affected pathways when
sea cucumbers were exposed to light of different intensities
(Table 5).

4.1  Genes associated with movement of cells or subcellular com-
ponents
Molecular motors are biological machines. They are the es-

sential agents of movement in animals. The movement of all
kinds of tissues, organs, and even the whole body is ultimately at-
tributed to the movement of molecular motors. Dynein is a mo-
lecular motor in cells which can convert the chemical energy
contained in ATP into the mechanical energy of movement.
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Fig. 2.   Distribution of gene ontology (GO) terms of DEGs from the body wall of A. japonicus exposure to different light environment
("control" vs. "dark", "control" vs. "light", and "dark" vs. "light") (light representing strong light, dark representing fully dark, control
representing normal light). The percentage of GO terms in the categories “cellular component”, “molecular function” and “biological
process” are shown.
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Dynein works associated with another large protein complex
called dynactin which is required for virtually all known func-
tions of dynein (Haghnia et al., 2007). After binding to dynactin,
dynein transports various cellular cargos, which vary from

mRNAs to entire organelles, by "walking" along cytoskeletal mi-
crotubules towards the minus-end of the microtubule (Mallik
and Gross, 2004). The results of this study revealed the differen-
tial expression of numerous movement-associated genes under
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Fig. 3.   Real-time PCR analysis for the top five up-regulated and five down-regulated genes in "dark" vs. "control". a. SAPA represents
serum amyloid protein A; DSI dynactin subunit 5-like isoform 1; TRA transcobalamin I-like; LRCP Leucine-rich repeat-containing
protein; and ASF ATP synthase-coupling factor 6, mitochondrial-like. b. AM represents alpha-2-macroglobulin-like; PAP papilin-like;
LRBAP lipopolysaccharide-responsive and beige-like anchor protein-like, partial; PGT procollagen galactosyltransferase 1-like; and
AAPK AP2-associated protein kinase 1-like. * indicates significant differences between dark and control groups (P＜0.05). Values
indicate the mean±SD (N=3).

Table 5.   Top ten Significant enrichment of pathways for DEGs

Number Pathway
DEGs with pathway
annotation (662)

All genes with pathway
annotation (10 236)

P value Q value Pathway ID

"Dark" vs. "control"

1 Focal adhesion 65 (9.82%) 463 (4.52%) 1.64×10–9 2.10×10–7 ko04510

2 ErbB signaling pathway 21 (3.17%) 71 (0.69%) 1.97×10–9 2.10×10–7 ko04012

3 Fc gamma R-mediated phagocytosis 25 (3.78%) 115 (1.12%) 5.88×10–8 4.19×10–6 ko04666

4 Insulin signaling pathway 26 (3.93%) 132 (1.29%) 2.60×10–7 1.18×10–5 ko04910

5 Bacterial invasion of epithelial cells 25 (3.78%) 124 (1.21%) 2.76×10–7 1.18×10–5 ko05100

6 Chemokine signaling pathway 25 (3.78%) 129 (1.26%) 6.08×10–7 1.91×10–5 ko04062

7 Fc epsilon RI signaling pathway 17 (2.57%) 66 (0.64%) 6.24×10–7 1.91×10–5 ko04664

8 Chronic myeloid leukemia 17 (2.57%) 69 (0.67%) 1.23×10–6 3.29×10–5 ko05220

9 Neurotrophin signaling pathway 22 (3.32%) 112 (1.09%) 2.26×10–6 5.39×10–5 ko04722

10 Natural killer cell mediated cytotoxicity 14 (2.11%) 53 (0.52%) 4.43×10–6 9.48×10–5 ko04650

"Light" vs. "control"

1 ECM-receptor interaction 8 (20%) 245 (2.39%) 3.81×10–6 0.000156 ko04512

2 Focal adhesion 8 (20%) 463 (4.52%) 0.000 353 0.007 236 ko04510

3 PPAR signaling pathway 3 (7.5%) 91 (0.89%) 0.005 295 0.064 526 ko03320

4 Rheumatoid arthritis 3 (7.5%) 101 (0.99%) 0.007 071 0.064 526 ko05323

5 Staphylococcus aureus infection 3 (7.5%) 105 (1.03%) 0.007 869 0.064 526 ko05150

6 Complement and coagulation cascades 4 (10%) 250 (2.44%) 0.015 939 0.108 916 ko04610

7 Hematopoietic cell lineage 2 (5%) 60 (0.59%) 0.022 85 0.133 834 ko04640

8 Oxidative phosphorylation 3 (7.5%) 178 (1.74%) 0.031 919 0.145 074 ko00190

9 Autoimmune thyroid disease 1 (2.5%) 9 (0.09%) 0.034 639 0.145 074 ko05320

10 Cell adhesion molecules (CAMs) 2 (5%) 76 (0.74%) 0.035 384 0.145 074 ko04514

"Light" vs. "dark"

1 Chemokine signaling pathway 38 (3.85%) 129 (1.26%) 1.65×10–10 3.77×10–8 ko04062

2 ErbB signaling pathway 26 (2.63%) 71 (0.69%) 7.24×10–10 8.29×10–8 ko04012

3 Focal adhesion 85 (8.6%) 463 (4.52%) 2.72×10–9 2.07×10–7 ko04510

4 Bacterial invasion of epithelial cells 33 (3.34%) 124 (1.21%) 4.23×10–8 2.42×10–6 ko05100

5 Chronic myeloid leukemia 23 (2.33%) 69 (0.67%) 5.42×10–8 2.48×10–6 ko05220

6 Fc gamma R-mediated phagocytosis 31 (3.14%) 115 (1.12%) 7.88×10–8 3.01×10–6 ko04666

7 Axon guidance 40 (4.05%) 172 (1.68%) 9.57×10–8 3.13×10–6 ko04360

8 Neurotrophin signaling pathway 30 (3.04%) 112 (1.09%) 1.49×10–7 4.25×10–6 ko04722

9 Natural killer cell mediated cytotoxicity 19 (1.92%) 53 (0.52%) 2.12×10–7 4.87×10–6 ko04650

10 Insulin signaling pathway 33 (3.34%) 132 (1.29%) 2.13×10–7 4.87×10–6 ko04910
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environments with different levels of light (Tables S1–S3). It was
found that the well-known movement associated genes dynactin
subunit 5-like isoform 1 and dynein light chain roadblock-type 2
were over-expressed under dark conditions compared with the
normal and strong light environments. It can be inferred that
some biomacromolecules involved in movement processes cor-

respond to the active behavior in A. japonicus when being placed
under dark conditions.

However, cytoplasmic dynein 1 heavy chain 1-like isoform 2,
cytoplasmic dynein 1 light intermediate chain 2-like, and dyn-
actin subunit 1-like were up-regulated under normal and strong
light conditions when compared with dark environment (Table 6).

Table 6.   Key DEGs associated with light influence

Gene Gene ID
Normal light
(RPKM)

Dark light
(RPKM)

Strong light
(RPKM)

DEGs associated with movement of cell or subcellular component

Dynein light chain roadblock-type 2 isotig08721 2.01 9.91 5.44

Cytoplasmic dynein 1 heavy chain 1-like isoform 2 isotig17784 35.45 7.28 44.50

Cytoplasmic dynein 1 light intermediate chain 2-like isotig14932 44.63 13.62 45.16

Dynactin subunit 5-like isoform 1 isotig09020 1.03 12.81 3.92

Dynactin subunit 1-like isotig13914 52.68 21.35 56.15

Kinesin-like protein KIF1B-like isotig13747 10.23 1.89 10.42

Kinesin heavy chain isotig13276 70.32 31.54 83.28

Myosin VI isotig16090 33.15 6.43 29.10

Myosin phosphatase Rho-interacting protein-like isotig15515 18.64 4.99 17.80

Dedicator of cytokinesis protein 9 isotig15901 36.91 12.50 45.66

Unconventionnal myosin-X isotig18746 67.90 23.13 68.92

Unconventional myosin-Id isoform 2 isotig09887 32.04 11.11 32.50

Amoeboid myosin I isotig17115 73.39 26.92 79.33

Amoeboid myosin I isotig18961 58.36 23.61 69.64

Myosin-IIIB isotig13235 58.08 24.39 85.71

Unconventional myosin-XVIIIa isotig13782 100.30 48.78 101.05

DEGs associated with metabolic process

Pancreatic alpha-amylase-like isotig10221 370.71 801.41 365.99

6-phosphofructo-2-kinase/fructose-2, 6-bisphosphatase isotig13300 47.33 19.40 42.36

1-phosphatidylinositol 4, 5-bisphosphate phosphodiesterase gamma-1 isotig20602 77.37 11.79 81.98

Glucosamine-6-phosphate deaminase 1-like isotig03620 5.00 16.57 7.16

Pancreatic alpha-amylase isotig10221 370.71 801.41 365.99

Procollagen galactosyltransferase 1 isotig18726 31.59 1.99 28.10

60S ribosomal protein L10a isotig10422 5.49 10.88 0.01

60S ribosomal protein L23a isotig11170 136.53 321.65 123.20

Serum amyloid protein A isotig08093 1.58 32.79 7.52

MICAL-3 isotig01569 5.56 0.24 3.79

ATP synthase-coupling factor 6, mitochondrial-like isotig03824 3.4 17.29 7.03

ATP synthase subunit gamma, mitochondrial-like isotig08835 14.37 34.42 17.24

ATP-binding cassette sub-family A member 3 isotig19240 18.77 2.08 20.79

ATP-binding cassette transporter subfamily A isotig17944 43.16 6.75 58.96

Phospholipid-transporting ATPase ID-like isotig28066 48.73 10.88 27.27

ATP-binding cassette transporter subfamily A isotig14200 73.21 19.70 91.71

Potassium-transporting ATPase subunit beta-1-like isoform 1 isotig06693 44.26 14.35 43.90

DEGs associated with stimulus and Immune defense

C-type lectin isotig10929 32.86 99.83 45.56

Fucolectin-7 isotig03693 35.74 101.54 16.75

Fibrinogen-like protein A isotig19241 298.89 823.54 538.43

Fibrinogen C domain-containing protein 1-like isotig16485 16.98 45.01 2.70

Fibropellin-1 isotig05245 835.64 1 925.45 899.84

Alpha-2-macroglobulin isotig16383 51.50 2.05 3.17

DEGs associated with signal transduction

Translationally-controlled tumor protein isotig09381 21.08 56.66 24.34

Translocon-associated protein subunit gamma isotig07409 24.06 59.79 29.43

Alpha-1D adrenergic receptor isotig10079 19.04 44.94 16.74

Thioredoxin isotig10271 19.01 40.24 12.42

Lipopolysaccharide-responsive and beige-like anchor protein-like, partial isotig24634 35.58 2.19 49.82

DEGs associated with photoreceptors

CREB-regulated transcription coactivator 1 isotig21193 28.70 3.32 22.26
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In addition, a large variety of myosin genes, such as myosin VI,
myosin phosphatase Rho-interacting protein-like, dedicator of
cytokinesis protein 9, unconventional myosin-X, unconventional
myosin-Id isoform 2, amoeboid myosin I, myosin-IIIB, and un-
conventional myosin-XVIIIa, were shown to be up-regulated un-
der normal and strong light conditions compared with fully dark
environment in this study (Table 6). Myosins are a superfamily of
motor proteins that move along actin filaments, while hydrolyz-
ing ATP. They are import for muscular contraction and account
for 40%–50% of the total proteins in muscles (Mehl, 1940). Myos-
in light chain phosphorylation was also found to regulate con-
traction in the body wall muscles of the sea cucumber Para-
stichopus californicus (Kerrick and Bolles, 1982). Interestingly,
the myosin genes that were overexpressed under different light
conditions in this study have also been suggested to be involved
in muscle differentiation in A. japonicus (Sun et al., 2011) and
Holothuria glaberrima (Ortiz-Pineda et al., 2009). In the previous
study, it was found the distribution of A. japonicus, being placed
in the flume after 1 h, became stable in comparatively dark area
(Lin et al., 2013). In this study, the sea cucumbers were sampled
after 2 h’s stress, and it might bring about a comparative stable
status in the latter for sea cucumbers under fully dark environ-
ment. The sea cucumbers under strong and normal light condi-
tions might be still searching some area with low illumination
level. Maybe it is the reason why the variety of gene homologs as-
sociated with movement were up-regulated under normal and
strong light environments.

The expression of genes encoding dynein, dynactin and my-
osin, to which may be attributed the movement of A. japonicus,
may be coordinated in response to light intensity. This may un-
derlie the molecular mechanism of movement in A. japonicus
under conditions of different light intensity.

4.2  Genes associated with metabolism
When active behaviors occur, energy will be consumed in A.

japonicus, as in all other organisms. Biological processes related
to metabolism of substances and energy will be activated. Among
the annotated unigenes, 60S ribosomal protein L10a, belonging
to the ribosomal protein L1P family, which has the function of
preventing protein synthesis inhibition, mRNA–rRNA processing
and signal transduction (Kim and Jang, 2002; Warner and McIn-
tosh, 2009), was found to be down-regulated under strong light
compared with fully dark conditions (Table 6). The protein is a
component of the large 60S subunit of ribosome. Ribosomes,
which consist of a small 40S subunit and a large 60S subunit, are
the organelles functioning in catalyzing protein synthesis. It can
be inferred that some protein synthesis function might be restric-
ted in A. japonicus under strong light condition, and might be
promoted when A. japonicus is active under fully dark condition.

Light is a powerful environmental factor for A. japonicus. The
growth, behavior, and digestive physiology of the sea cucumber
may be affected by light intensity and photoperiod (Dong et al.,
2010a, b, 2011; Sun et al., 2015). Exposure to different color spec-
tra may also result in different growth performance and energy
budgets in A. japonicus (Bao et al., 2014). There is a close connec-
tion between ATP and energy metabolism (Wang et al., 2012). In
this study, some of the mRNA expressions of genes related to ATP
synthase, e.g., ATP synthase subunit gamma, mitochondrial-like,
ATP synthase subunit gamma, mitochondrial-like, ATP-binding
cassette sub-family A member 3, ATP-binding cassette transport-
er subfamily A were regulated differently under the fully dark and
strong light conditions compared with the normal light condi-
tion (Table 6), which indicated that the differences of ATP syn-

thesis and energy metabolism may occur when the animals are
exposed to different light conditions. The mRNA expression of
ATP synthase was down-regulated when A. japonicus was in a
state of torpor, such as in the aestivation state or when chal-
lenged with thermal stress (Zhao et al., 2014a; Shao et al., 2015).
It has been suggested that ATP synthase plays an important role
in energy metabolism in A. japonicus when it responds to light
and temperature.

Serum amyloid A (SAA) proteins, found in all mammals,
ducks, salmonid fishes, and even echinoderms, comprise a fam-
ily of highly conserved apolipoproteins (Santiago et al., 2000).
They possess enough functional diversity to participate in and
regulate metabolic processes. SAAs were up-regulated in the
body wall of A. japonicus under fully dark conditions and down-
regulated under the strong light condition when compared with
the normal condition respectively (Table 6). However, in the pre-
vious study, SAA was significantly over-expressed in A. japonicus
undergoing deep aestivation with hypometabolism, compared
with non-aestivation (Zhao et al., 2014a, b ). The different regula-
tions of SAA at mRNA level, in the less active circumstances of A.
japonicus under strong light conditions and in the aestivation
period, may indirectly indicate the functional diversity of SAA in
regulating metabolic processes.

4.3  Genes associated with stimulus and signal transduction
Light is a key environmental factor. In the study, when the sea

cucumbers were transferred directly from tanks under normal
light to tanks under fully dark or strong light environment, the
sharp changes of the light condition might be stimuli to A. ja-
ponicus, and immune defenses could be triggered. Lectins are a
group of proteins which bind to cell surface carbohydrates and
play critical roles in innate immunity. Fucolectin-7, which recog-
nizes blood group fucosylated oligosaccharides and acts as a de-
fensive agent (Wu et al., 2004), was found to be up-regulated in
“dark” compared with “control” in this study (Table 6). Lipopoly-
saccharide (LPS)-stimulated expression of fucolectins in the Ja-
panese eel Anguilla japonica (Honda et al., 2000) suggests that
they serve as powerful defense agents. Fucolectin-7 was also
found in the pathogen recognition system of A. japonicus (Dong
et al., 2014). Some genes related to fibrinogen, which is import-
ant for the immune system of both vertebrates and invertebrates
(Xu and Doolittle, 1990), for example fibrinogen-like protein A
and fibrinogen C domain-containing protein 1-like, were also
found to be over-expressed under fully dark conditions (Table 6).
The changes in immune response genes such as fucolectin-7 and
fibrinogen suggest that self-defense mechanisms are activated in
response to light density. The different expressions of genes re-
lated to immune defense might be the responses of A. japonicus
to the sharp changes of light condition, which is different from
the natural light.

Furthermore, some signal transduction related genes were in-
volved. For example, alpha-1D adrenergic receptor and
thioredoxin, were found to be up-regulated under dark condi-
tion compared with normal light and strong light conditions
(Table 6), when A. japonicus is active. The alpha-1D adrenergic
receptor mediates its effect through the influx of extracellular cal-
cium, and may play an important role in the phospholipase C-ac-
tivating G-protein coupled receptor signaling pathway. Wheel-
running activity, exploratory rearing behavior in a novel cage en-
vironment, and hyperlocomotion are significantly reduced in
mice with mutated copies of this gene. The alpha-1D adrenergic
receptor signaling gene is required for stimulus-induced loco-
motor activity (Sadalge et al., 2003). This may be why it is up-reg-
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ulated under a fully dark environment, when A. japonicus shows
active locomotion. Thioredoxins (TRxs), known to be present in
all living organisms, are a family of small evolutionarily con-
served proteins. They are critical for the maintenance of cellular
homeostasis. They act roles in many important biological pro-
cesses, including positive regulation of protein kinase B signal-
ing, participating in various redox reactions. In the present study,
the up-regulation of TRx under dark environment might be be-
cause of its participation of some signaling pathway. And further
investigation should be conducted to unveil the regulation mech-
anism.

Lipopolysaccharide-responsive and beige-like anchor was
down-regulated under dark condition compared with strong
light and normal light conditions (Table 6). This protein may be
involved in coupling signal transduction and vesicle trafficking to
enable polarized secretion and/or membrane deposition of im-
mune effector molecules. Compared to dark, the up-regulation
lipopolysaccharide-responsive and beige-like anchor protein-
like, partial in light group might be an indication that the signal
transduction associated with immune system was involved in A.
japonicus under strong light.

4.4  Genes associated with photoreceptors
It is very important for animals to detect light and interact

with the environment (Ullrich-Lüter et al., 2011). Optimization in
all aspects of an organism’s performance according to the daily
light–dark cycle is essential for normal physical function (High-
land et al., 2014). Photoreceptors can convert light into signals,
following which several biological processes may be stimulated.
CREB-regulated transcription coactivator 1 (CRTC1) is a tran-
scriptional coactivator for CREB1, which is involved in synchron-
ization of circadian rhythmicity. CRTC1 and salt inducible kinase
1 (SIK1) participate in the CRTC1–SIK1 pathway, which regulates
the light-induced entrainment of the circadian clock (Jagannath
et al., 2013). In response to a light stimulus, CREB-mediated tran-
scription plays an important role in the photic entrainment of the
circadian clock (Sakamoto et al., 2013). Compared to fully dark
group, CRTC1 was found to be up-regulated significantly in the
body wall of A. japonicus under normal and strong light condi-
tions (Table 6). This finding indirectly proves CRTC1 is import-
ant in light-induced regulations in A. japonicus, and partly re-
veals the circadian clock of A. japonicus might be regulated un-
der conditions of different light intensity (Lin et al., 2013). In ad-
dition, CRTC1 may be an important gene for future study of the
mechanism underlying the behavioral rhythms of sea cucum-
bers.

Some species of echinoderm have photosensory organs re-
lated to light illumination. Photoreceptor cells have been found
in the tube feet of the purple sea urchin, Trongylocentrotus pur-
puratus. The two genes Sp-opsin4 and Sp-pax6 are essential for
photoreceptor function and development, respectively. Specific
reactivity of the Sp-opsin4 antibody with sea star optic cushions,
which regulate phototaxis, suggests a similar visual function in
sea urchins (Ullrich-Lüter et al., 2011). Opsin protein gene ex-
pression has also been found in the brittle star Amphiura fili-
formis and the sea star Asterias rubens (Delroisse et al., 2013,
2014). However, in this study, opsin protein genes were not de-
tected, perhaps because of the limitation of the reference gen-
omes currently available.

A large proportion of DEGs were not annotated in this study,
and they may include the light-associated genes that encode the
photoreceptors, which may play key roles in adaption to differ-
ent environments. The sea cucumber A. japonicus, which has

slightly different morphological characteristics from other echin-
oderms, has undeveloped bones with tiny scattered ossicles in-
side body wall. Future behavioral and histological studies, and
the use of molecular biology methods, are needed to determine
whether A. japonicus has similar photoreceptors.

5  Conclusions
Large scale gene expression profiling of body wall of A. ja-

ponicus, comparing animals exposed to natural light (“control”),
strong light (“light”) and full darkness (“dark”) identified a series
of candidate genes and GO terms that indicate that proteins in-
volved in these processes are important to regulating the biolo-
gical responses to different light conditions in echinoderms.
Light-specific DEGs identified in this study will be important tar-
gets for further investigation to establish the biochemical mech-
anisms involved in the adaption of A. japonicus to changes in the
level of environmental light.
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Abstract

We examined the scale  impacts  on spatial  hot  and cold spots  of  CPUE for  Ommastrephes  bartramii  in  the
northwest Pacific Ocean. The original fishery data were tessellated to 18 spatial scales from 5′×5′ to 90′×90′ with a
scale interval of 5′ to identify the local clusters. The changes in location, boundaries, and statistics regarding the
Getis-Ord Gi* hot and cold spots in response to the spatial  scales were analyzed in detail.  Several statistics
including Min, mean, Max, SD, CV, skewness, kurtosis, first quartile (Q1), median, third quartile (Q3), area and
centroid were calculated for spatial hot and cold spots. Scaling impacts were examined for the selected statistics
using  linear,  logarithmic,  exponential,  power  law  and  polynomial  functions.  Clear  scaling  relations  were
identified for Max, SD and kurtosis for both hot and cold spots. For the remaining statistics, either a difference of
scale impacts was found between the two clusters, or no clear scaling relation was identified. Spatial scales coarser
than 30′  are not  recommended to identify  the local  spatial  patterns of  fisheries  because the boundary and
locations of hot and cold spots at a coarser scale are significantly different from those at the original scale.

Key words: Ommastrephes bartramii, scale impacts, local clusters, Getis-Ord Gi*, spatial hotspots
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1  Introduction
Spatial patterns of marine and estuarial fisheries are import-

ant geographic observations that can benefit sustainable explora-
tion (Feng et al., 2017a; Huang et al., 2014; Jiang et al., 2016) and
provide managers with the best information for responsible and
responsive management (Cope and Punt, 2011). These patterns
are usually in the form of a spatiotemporal distribution and its re-
lationships with oceanic environments (Chen et al., 2014; Jen-
nings et al., 2009; Swartz et al., 2010; Yu et al., 2015). They are
commonly analyzed using integrated geographic information
systems (GIS), spatial analysis, geostatistics and remote sensing
(Carocci et al., 2009; Meaden and Aguilar-Manjarrez, 2013). The
spatiotemporal distribution of fisheries resources has been in-
vestigated extensively for offshore and pelagic species such as
Ommastrephes bartramii, Dosidicus gigas, Lophelia pertusa,
Chaceon notialis, and Thunnus albacares (Chen and Chiu, 2003;
Chen et al., 2008; Feng et al., 2017b; Fosså et al., 2002; Gilly et al.,
2006; Gutiérrez et al., 2011; Nishida and Chen, 2004; Paulino et
al., 2016; Yu et al., 2016a). These studies have made a substantial
contribution towards understanding spatial distribution and ag-

gregation of fisheries and resolution of spatial problems of fisher-
ies and aquaculture worldwide.

Spatial patterns in fisheries are commonly analyzed on a spe-
cified grid where the original data have been tessellated to a reg-
ularly-defined spatial scale. In some case studies, original and
un-tessellated fishery data at a very coarse scale were used to
analyze the spatial patterns of pelagic species (Feng et al., 2017c;
Su et al., 2008). Feng et al. (2017a) identified the spatial variabil-
ity of O. bartramii in the northwest Pacific Ocean at original
scales, while Su et al. (2008) examined the relationship between
spatiotemporal patterns of blue marlin (Makaira nigricans) in
the Pacific Ocean on a 5°×5° coarse scale. A spatial scale of
30′×30′ is the most widely used fishing grid for investigating the
distribution of commercial fisheries such as O. bartramii and D.
gigas (Chen et al., 2008; Yu et al., 2016b). For example, Chen et al.
(2008) conducted a stock assessment at a 30′×30′ scale to spa-
tially estimate stock size and proportional escapement of O.
bartramii in the northwest Pacific Ocean. On the same scale, Xu
et al. (2016) examined the effect of sea surface temperature in-
crease on the potential habitat of O. bartramii in the Northwest  
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Pacific Ocean; Yu et al. (2016b) evaluated the effects of climate
variability on habitat suitability of D. gigas over the 2006–2012
period in the sea waters offshore Peru. Finer scales have com-
monly been used to examine spatial patterns of fisheries in
coastal waters. Saul et al. (2013) explored the spatial distribution
of reef fish and estimated their spatial autocorrelation at a spatial
scale of 10′×10′ on the West Florida Shelf. Using the same spatial
resolution of 10′×10′, Gao et al. (2016) built a boosted regression
trees-based model to forecast fishing ground of Scomber ja-
ponicus in the Yellow Sea and East China Sea. At a much finer 1
km×1 km spatial scale, Harford et al. (2015) simulated scenarios
representing spiny lobster distribution at Glover’s Reef Marine
Reserve, Belize.

Spatial patterns at one scale may not be valid at a different
scale (Wu, 2004) and mismatch of model spatial scale and biolo-
gical stock structure may compromise management goals (Cope
and Punt, 2011), because the patterns and structures differ from
scale to scale (Feng and Liu, 2015). This phenomenon has been
recognized as “scale impact” or “scale effect” (Turner et al., 1989;
Wiens, 1989). Tian et al. (2010) noted the scale impact on catch-
per-unit-effort (CPUE) standardization and conducted a case
study using the commercial fishery data of O. bartramii and the
corresponding oceanographic data in the northwest Pacific
Ocean. They tessellated the fishery data into 0.5°, 1°, 2°, 3°, 4° and
5° scales and showed that spatial scale significantly affected the
standardization of CPUE. Using a similar tessellation scheme,
Gong et al. (2014) evaluated the effects of spatial scale on habitat
suitability modeling for O. bartramii in the northwest Pacific
Ocean. They noted that a scale such as 30′ is too large and may
compromise the reliability of modelling and miss significant de-
tails of the scaling relations. Research has also showed that the
changing spatial scales may substantially affect the observed spa-
tial patterns for fisheries resources (Guinet et al., 2001; Yang et
al., 2013).

We have conducted a quantitative evaluation of the scale ef-
fect on several spatial indices in analyzing the observed patterns
of O. bartramii resources in the northwest Pacific Ocean (Feng et
al., 2016). These spatial indices included global Moran’s I index,
Geary’s C, Getis-Ord General G, the average nearest neighbor
(ANN) and Ripley’s K function. These indices were focused on
the examination of global patterns in terms of clustering, dispers-
al and random distribution of fisheries. We proposed trend and
extent indicators that quantify the scale impacts of the spatial in-
dices. Based on spatial autocorrelation statistics Moran’s I and
Geary’s C, we identified 25′×25′ as the optimum scale for August
and October and 20′×20′ as the optimum scale for September in
conducting spatial analyses of O. bartramii in the northwest Pa-
cific Ocean. We also identified 50′×50′ as the coarsest allowable
spatial scale for August and October and 50′×50′ as the coarsest
allowable spatial scale for September. The optimum and coarsest
allowable spatial scales changed by month since the scaling ef-
fects depend on monthly different commercial fishery data.

This paper extends early study of Feng et al. (2016) and exam-
ines the scale impact of on local spatial clusters using the same
fishery dataset of O. bartramii. There are three major differences
between the earlier study and the present paper, which are as fol-
lows: (1) the early study investigated the scale impacts of the
global patterns while the present paper examines the scale im-
pacts of the local patterns, (2) the global indices of spatial rela-
tionships were calculated in the earlier study while the summary
statistics within the local clusters are computed in the present pa-
per, and (3) the early study examined a vast of spatial indices
while the present paper focuses on the spatial hotspots derived

from Getis-Ord Gi*. Specifically, the hot and cold spots at various
spatial scales were identified and changes in their locations,
boundaries and statistics in relation to spatial scales were stud-
ied in more detail. In examining scale impacts, we selected a
number of spatial and non-spatial indices including Min, mean,
Max, SD, CV, skewness, kurtosis, first quartile (Q1), median, third
quartile (Q3), area and centroid. Our study examines the relation-
ships between hot/cold spots and spatial scale. Our results con-
tribute to enhancing our understanding of the relationships bet-
ween spatial scale and local spatial clusters of fisheries, and to the
selection of an appropriate spatial scale for analysis of fisheries.

2  Materials and methods

2.1  Commercial fishery data
Commercial fishery data of O. bartramii in the northwest Pa-

cific Ocean were collected by the Chinese Squid-jigging Techno-
logy Group (CSTG). The data include the dates of fishing, fishing
locations (longitude and latitude), the number of fishing vessels
operating per day, and daily catch of vessels. The commercial
fishing data of O. bartramii were selected within the boundary of
38°–46°N and 150°–162°E. In this paper, we focused on Chinese
Mainland fisheries of O. bartramii in August, September and Oc-
tober from 2004 to 2013 and examined their scale impacts on the
hot and cold spots of this squid fishery.

Examination of the scale impacts on local clusters was con-
ducted using CPUE data. The CPUE at each vessel location was
calculated as the total catches divided by the number of fishing
operations at the location:

CPUE j =

P10
i=1 Ci; j ; ssP10
i=1 E i; j ; ss

; (1) 

where Ci, j, ss is the catch (t) in month j year i within a fishing grid
(spatial scale, SS), and Ei, j, ss is the number of the corresponding
fishing operations (efforts) in month j year i within the same fish-
ing grid.

The spatial scale of the original data was assessed using the
ANN method (Ebdon, 1985; Mitchell, 2005). The estimated spa-
tial scales of the original datasets are 1.07′ for August, 0.94′ for
September and 0.99′ for October (Feng et al., 2016). These origin-
al datasets were then tessellated to 18 spatial scales from 5′×5′ to
90′×90′, with a scale interval of 5′ between two adjacent spatial
scales. We therefore used a total of 19 spatial scales for multi-
scale analysis, including the original dataset. Figure 1 illustrates
the original fishery data and the datasets that were tessellated at
30′×30′, 60′×60′ and 90′×90′ spatial scales.

2.2  Hot and cold spots
Global spatial autocorrelation methods such as Getis-Ord

General G measure the overall clustering or dispersion pattern of
fishing grounds (Feng et al., 2017a). In contrast, local spatial
autocorrelation statistics (Getis and Ord, 1996; Ord and Getis,
1995; Peeters et al., 2015) are commonly used to investigate the
specific spatial distribution and local clusters of fisheries (Feng et
al., 2017a). Getis-Ord Gi* is one of the most widely used local spa-
tial autocorrelation statistics, and is given by (Getis and Ord,
1996; Ord and Getis, 1995):

Gi¤ =

Pn
j=1 wi;j x j¡ ¹X

Pn
j=1 wi;j

S £
r
(n
Pn

j=1 w2
i;j ¡

³Pn
j=1 wi;j

´2
= (n ¡ 1)

;
(2) 
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¹X
where S is the standard deviation of all data points, n is the num-
ber of data points, xj is the CPUE of points j,  is the averaged
value of all points, and wi, j is the spatial weights matrix indicat-
ing the spatial adjacency relations between the point (i) in pro-
cessing and the neighboring point j. Generally, the spatial weight
matrix wi, j is defined by using either an adjacency standard or a
distance standard (Getis and Aldstadt, 2010).

In practice, Getis-Ord Gi* statistics return two values: (1) the
z-score of each point, and (2) the consequent significance p-
value. At 5% significance, a z-score greater than 2 indicates a hot
spot while a z-score smaller than –2 indicates a cold spot. A hot
spot signifies that the data points with high CPUE values are sur-
rounded by similarly high CPUE points, whereas a cold spot sig-
nifies that points with low CPUE are surrounded by similarly low
CPUE points. This indicates that both hot and cold spots are spa-
tial clusters in the fishery. A z-score between –1 and 1 indicates
that the underlying pattern probably results from random spatial
processes (Feng et al., 2017a). In our study, the hot and cold spots
of O. bartramii in the northwest Pacific Ocean were identified us-
ing Getis-Ord Gi* in ArcGIS 10.1.

2.3  Measured indices
Several spatial and non-spatial indices were selected to meas-

ure the spatial distribution of CPUE for O. bartramii and then to

examine any scale impacts. We used indices such as summary
statistics including Min, mean, Max, SD, CV, skewness, kurtosis,
Q1, median, and Q3 as well as spatial measurements such as area
and centroid. Spatial hot and cold spots in the fishery were iden-
tified by Getis-Ord Gi*, a widely used local spatial autocorrela-
tion statistic (Getis and Aldstadt, 2010; Getis and Ord, 1996; Ord
and Getis, 1995). Hot and cold spots on different spatial scales
were identified and the changes in their locations, boundaries,
and statistics resulting from the changes in spatial scales were
studied in detail.

2.4  Measuring the scale impacts
The scale impacts of the indices were assessed by regression

modelling using linear, power law, logarithmic, exponential, and
polynomial functions (Table 1), drawing references from the lit-
erature in landscape ecology (Feng and Liu, 2015; Turner et al.,
1989; Wu, 2004).

In Table 1, y is the spatial index and x is the spatial scale. For
linear, logarithmic and exponential functions, positive a indic-
ates a growing trend of an index while a negative a indicates a de-
caying trend as the spatial scale increases. The sign of a is a trend
indicator. For power law functions, the fractal dimension d quan-
tifies the scale extent according to earlier works (Feng and Liu,
2015), where d=–1–a (a>0) or d=1–a (a<0). Negative d (a>0) in-
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Fig. 1.   Original fishery data and tessellated fishery data at 30′×30′, 60′×60′ and 90′×90′.
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dicates that the spatial index increases as the spatial scale be-
comes coarser (i.e., a larger grid size), whereas a positive d (a<0)
indicates that the spatial index decreases as the spatial scale be-
comes coarser. The dimension |d| approaching 1 means that the
spatial index is not sensitive to the change of the spatial scale,
whereas large |d| (e.g., |d|≥1.3) means that the spatial index is
sensitive to the change of the spatial scale (Feng and Liu, 2015;
Wu, 2004).

3  Results

3.1  The distribution of O. bartramii CPUE at 30′
Each fishery data in this study corresponds to 19 spatial

scales, leading to a total of 57 datasets for all three months. We
therefore analyzed the distribution of CPUE under a widely ap-
plied spatial scale of 30′ (Fig. 2). There are 136, 101 and 107 fish-
ing points and their mean values are 2.89, 2.69 and 2.12 for Au-
gust, September and October, successively. The standard devi-
ation ranges from 1.05 to 1.59, suggesting relatively aggregation

distribution of the CPUE data. Figure 2 shows that the CPUE yield
leptokurtic distribution for all three months, indicating low vari-
ations of O. bartramii CPUE across space. These CPUE datasets
are therefore suitable for identifying the spatial hot and cold
spots using local Getis-Ord Gi* statistic.

3.2  Scale impacts on summary statistics of entire dataset
The summary statistics for CPUE in the study area did not ex-

hibit any clear scaling relations except Max and CV, as illustrated
by scaling equations, the associated goodness-of-fit R2s (Table 2)
and the scaling curves (Fig. 3). This means that most of the sum-
mary statistics varied with a change in spatial scale. Both Max
and CV showed exponential scaling relations with decaying
trends for August and September, which may be due to the fact
that the calculated CPUE is the averaged value of all data points
within a fishing grid. The two statistics yielded double-quadratic
polynomials that open upward for October. The 55′ scale defines
the break point in the two quadratic polynomials for both Max
and CV, and the early stages of Max and CV show decaying trends

Table 1.   Potential scale impacts of indices in analyzing fisheries resources
Scaling relations Equation Meaning

Linear y=ax+b a>0 means that the index increases as spatial scale (fish grid) becomes coarser, i.e.,
a growing trend, whereas a<0 means that the index decreases as the spatial
scale becomes coarser, i.e., a decaying trend.

Logarithmic y=alnx+b

Exponential y=a+becx

Power law y=bxa

Polynomial y=anxn+…+a1x+a0, n≥2 n=2 indicates a parabolic curve, while n>2 indicates a more complex relationship
between a spatial index and the corresponding spatial scales.

Table 2.   Scaling equations and goodness-of-fit R2s of entire fishery data of each month for O. bartramii in the northwest Pacific
Ocean

Index Month Equation R2 Relation Character
Max Aug. y=6.120 5+8.752 4exp(–0.061 1x) 0.861 6 exponential decay

Sep. y=5.166 5+8.452 7exp(–0.062 9x) 0.775 4 exponential decay

Oct. y=10.582 3–0.283 4x+0.004 3x2 0.824 3 quadratic polynomial upward

y=76.356 2–1.950 1x+0.013 1x2 0.901 7 quadratic polynomial upward

CV Aug. y=0.306 9+0.290 9exp(–0.017 7x) 0.851 3 exponential decay

Sep. y=0.414 5+0.125 3exp(–0.976 7x) 0.707 7 exponential decay

Oct. y=0.665 3–0.007 2x+0.000 2x2 0.766 4 quadratic polynomial upward

y=3.642 7–0.080 3x+0.000 5x2 0.886 0 quadratic polynomial upward

          Note: y represents the summary statistics and x the spatial scale measured in minutes (hereinafter the same).
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Fig. 2.   The distributions of CPUE at 30′×30′ for O. bartramii CPUE in the northwest Pacific Ocean.
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with changing scales. The CV for August and September showed
a consistent lowering variation for O. bartramii CPUE as the spa-
tial scale became coarser, while the CV for October is more complex.

3.3  Scale impacts on summary statistics for hot/cold spots
Spatial hot and cold spots were identified for all three

months, as illustrated by the local clusters at four spatial scales
including original, 30′×30′, 60′×60′, and 90′×90′ (Fig. 4). One hot
and two cold spots were identified for August at the original
scale, one hot and one cold spots were identified for September,

and two hot and one cold spots were identified for October. The
tessellations at 30′×30′ and 60′×60′ scales showed the same res-
ults, but the shapes differ between spatial scales. No cold spot
was identified for any fishery data at coarse spatial scales from 80′
to 90′. The locations of both hot and cold spots moved slightly
with changing scales. Points with z-score ranging from –1 to 1
(indicating spatial random patterns of CPUE) increased signific-
antly as the spatial scale became coarser. In other words, the spa-
tial patterns of CPUE were homogenized as spatial scale became
coarser.
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Fig. 3.   Scaling relations of Max and CV of CPUE for O. bartramii in the northwest Pacific Ocean.
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Fig. 4.   The spatial hotspots of O. bartramii in the northwest Pacific Ocean at original, 30′×30′, 60′×60′ and 90′×90′ scales.
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The results show that the scaling relationships of hot spots
differ from those of cold spots (Table 3, Figs 5 and 6). For hot
spots, clear scaling relationships were identified for six of the
summary statistics including Max, SD, CV, kurtosis, Q1 and me-
dian (Table 3 and Fig. 5) while no clear scaling relationships were
identified for the remaining statistics such as Min, mean, skew-
ness and Q3. There are only two statistics (CV for October and Q1
for August) with goodness-of-fit R2s exceeding 0.9, two statistics
(SD for September and kurtosis for August) with R2s smaller than
0.7, while the remaining statistics have R2s between 0.7-0.9. The
scaling relationships for the hot spots define four general cat-
egories: (1) quadratic polynomial relationships that open up-
ward for Max, SD and CV; (2) exponential relationships with a de-
caying trend for kurtosis in September and October; (3) linear re-
lationships with a decaying trend for kurtosis in August and lin-
ear relationships with a growing trend for median in October;
and (4) power law relationships with a growing trend for Q1 for
all three months and for median in August and September. The
Max value decreased before the nadirs but increased after the
nadirs with changing spatial scales. The CV showed a lowering
variation for O. bartramii CPUE before the nadirs but an increas-

ing variation after the nadirs, as the spatial scale became coarser.
CPUE kurtosis changed from leptokurtic to platykurtic with in-
creasingly coarser spatial scales. Moreover, both Q1 and median
indicate a general increase of CPUE for hot spots, as the spatial
scale became coarser. This also indicates that these two statistics
were highly sensitive to the change of the spatial scales.

For cold spots, clear scaling relationships were identified for
six of the summary statistics including mean, Max, SD, skewness,
kurtosis and Q3 (Table 3 and Fig. 6) while no clear scaling rela-
tionships were identified for the remaining statistics such as Min,
CV, Q1 and median. Goodness-of-fit R2s exceed 0.7 except SD in
August; its R2s is small and does not exhibit a clear scaling rela-
tionship (Fig. 6). The scaling relationships for the spatial cold
spots come in two general categories: (1) a quadratic polynomial
relationship that opens upward for mean, SD, skewness, kurtosis
and Q3; and (2) an exponential relationship with a decaying
trend for Max. The mean, SD, skewness, kurtosis and Q3 statist-
ics decrease before the nadirs and increase after the nadirs. The
SD for September and October showed that a decreasing trend
and the CPUE values tend to be close to the mean. Skewness for
September and October was positive but the left-skew was in-

Table 3.   Scaling equations and goodness-of-fit R2s of spatial hot and cold spots for O. bartramii in the northwest Pacific Ocean
Cluster Index Month Equation R2 Relation Character

Hot spot Max Aug. y=13.378–0.240 1x+0.001 9x2 0.853 0 quadratic polynomial upward

Sep. y=12.373–0.268 5x+0.002 4x2 0.763 6 quadratic polynomial upward

Oct. y=10.418–0.246x+0.003x2 0.830 7 quadratic polynomial upward

SD Aug. y=2.234 1–0.053 8x+0.000 5x2 0.775 8 quadratic polynomial upward

Sep. y=1.516 8–0.025 1x+0.000 2x2 0.667 0 quadratic polynomial upward

Oct. y=1.601–0.415x+0.000 8x2 0.758 1 quadratic polynomial upward

CV Aug. y=0.512–0.012 8x+0.000 1x2 0.845 7 quadratic polynomial upward

Sep. y=0.489 7–0.009 4x+8×10–5x2 0.801 0 quadratic polynomial upward

Oct. y=0.582 4–0.018 3x+0.000 3x2 0.919 8 quadratic polynomial upward

kurtosis Aug. y=4.170 1–0.025 4x 0.612 9 linear decay

Sep. y=6.648 6exp(–0.02x) 0.783 4 exponential decay

Oct. y=5.830 4exp(–0.015x) 0.718 9 exponential decay

Q1 Aug. y=2.403x0.143 9 0.914 0 power law growth

Sep. y=1.651 6x0.188 6 0.860 7 power law growth

Oct. y=1.564 2x0.161 5 0.860 7 power law growth

median Aug. y=1.651 6x0.188 6 0.754 1 power law growth

Sep. y=1.564 2x0.161 5 0.800 1 power law growth

Oct. y=2.739 8+0.015 1x 0.755 5 linear growth

Cold spot mean Aug. y=2.725 6–0.029 8x+0.000 2x2 0.882 9 quadratic polynomial upward

Sep. y=2.717 8–0.028 6x+0.000 2x2 0.798 1 quadratic polynomial upward

Oct. y=2.223 8–0.074 5x+0.000 7x2 0.974 4 quadratic polynomial upward

Max Aug. y=1.690 6+11.555 4exp(–0.068 7x) 0.964 5 exponential decay

Sep. y=2.600 9+11.005 3exp(–0.065 3x) 0.953 7 exponential decay

Oct. y=0.642 8+9.381 5exp(–0.067 9x) 0.985 8 exponential decay

SD Aug. – – – –

Sep. y=1.6–0.020 8x+0.000 1x2 0.749 9 quadratic polynomial upward

Oct. y=1.537–0.040 6x+0.000 4x2 0.977 6 quadratic polynomial upward

skewness Aug. y=1.729 9–0.047 2x+0.000 4x2 0.728 7 quadratic polynomial upward

Sep. y=1.130 5–0.040 8x+0.000 7x2 0.811 4 quadratic polynomial upward

Oct. y=1.285 4–0.069 4x+0.000 6x2 0.888 2 quadratic polynomial upward

kurtosis Aug. y=8.272 6–0.252 7x+0.002 2x2 0.820 7 quadratic polynomial upward

Sep. y=7.088 4–0.213 5x+0.002 0x2 0.879 2 quadratic polynomial upward

Oct. y=4.490 3–0.115 3x+0.001 1x2 0.780 1 quadratic polynomial upward

Q3 Aug. y=2.938 9–0.055 6x+0.000 6x2 0.766 9 quadratic polynomial upward

Sep. y=3.365 1–0.02x+0.000 1x2 0.747 6 quadratic polynomial upward

Oct. y=3.098 4–0.087 8x+0.000 8x2 0.980 4 quadratic polynomial upward
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creasingly weaker while it changed from left-skew to right-skew
for August as the spatial scale became coarser. Kurtosis for Au-
gust and September is larger than 3 at scales finer than 30′, indic-
ating that the CPUE of cold spots yielded leptokurtic distribu-
tions; in contrast, the CPUE yielded platykurtic distributions at a
scale coarser than 30′. For October, only scales finer than 20′
showed leptokurtic distributions. In addition, Q3 showed that
CPUE decreases before the nadirs while it increases after the
nadirs with the changing scales. Generally, the distribution of
CPUE tends to be increasingly asymmetric and platykurtic as the
spatial scale becomes coarser.

3.4  Scale impacts on centroids of hot/cold spots
The location of hot and cold spots as represented by their

centroids is significantly affected by spatial scale (Fig. 7). For hot
and cold spots, the centroids are close to each other at scales
finer than 30′ while they vary in location at scales coarser than
30′. The centroid of the hot spot in August moved within a region

about 2°×2° at scales finer than 60′, while it shifted over larger dis-
tances at scales coarser than 60′. For September, the centroid of
the hot spot moved only about 60′ at scales finer than 30′ but fluc-
tuated more widely at scales coarser than 30′. For October, the
centroid moved along a line with a southwest-northeast direc-
tion at scales finer than 60′, but was significantly redistributed to
the far west and east of the study area at scales coarser than 60′.
The centroid of the cold spot in August does not move signific-
antly at scales finer than 25′ but fluctuates more widely at coarser
scales, especially above 60′. The centroid in September moved
from the center (about longitude 155°E) to the west (about longit-
ude 151°E), while the centroid in October moved from the north
(latitude 41°N) to the south (latitude 39°N).

4  Discussion
Scaling issues are critical in identifying global and local spa-

tial patterns in fisheries (Ciannelli et al., 2008). Multi-scale ana-
lysis has proven effective in addressing scaling issues in land-
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Fig. 5.   Scale impacts on statistics of spatial hot spots for O. bartramii in the northwest Pacific Ocean.
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scapes, in geography and in pelagic fisheries (Feng et al., 2016;
Turner et al., 1989; Wu, 2004). We examined the scaling relations
and scale effects of local spatial patterns of fisheries, using nom-
inal CPUE data of O. bartramii in the northwest Pacific Ocean. As
revealed in a previous study (Feng et al., 2016) and in this re-
search, global and local spatial patterns such as clustering are
significantly affected by spatial scale. We have identified scaling
relationships for global spatial patterns of fisheries for O.
bartramii in the northwest Pacific Ocean that include linear, log-
arithmic, exponential, power law, polynomial and descriptive
functions. Logarithmic and descriptive relationships were not
identified in local spatial patterns for O. bartramii based on the
same fishery data.

For all data, the spatial indices (Feng et al., 2016) have clearer
scaling relationships than do the summary statistics (c.f. Table 2
and Fig. 3). The spatial indices are therefore more appropriate as
indicators of the optimum scale and coarsest allowable scale for
conducting spatial analyses. The goodness-of-fit R2s for the local
spatial patterns are small when compared to the global patterns,
indicating that the local patterns showed a slightly less strong

regularity for scaling. In other words, the scaling relationships
and scale effects of local spatial patterns are more complex. Our
previous research showed that the non-zero CPUE data points
(the Count index) yield power law scaling relationships and that
the fractal dimensions of the scale effects were 2.224, 2.265, 2.268
for August, September and October, successively (Feng et al.,
2016). We did not conduct a detailed analysis of scaling relations
for Count index of hot and cold spots in this research. A brief ex-
amination of Count index change showed that the fractal dimen-
sions are 2.487, 2.379 and 2.751 for hot spots for August, Septem-
ber and October, successively, and are 2.593, 2.529 and 2.539 for
cold spots for the same three months. This suggests that the hot
and cold spots are more sensitive to spatial scales as compared to
the entire fishery data, because the former have larger fractal di-
mensions. The Count index is closely associated with the areas of
hot and cold spots, however, the scaling relationship are more
difficult to obtain when there are fewer data within the hot and
cold spots of O. bartramii.

We identified hot and cold spots at a 0.05 significance level,
but 0.01 has been used in previous research. We speculate that
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Fig. 6.   Scale impacts on statistics of spatial cold spots for O. bartramii in the northwest Pacific Ocean.
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the scaling relationships are similar at 0.01 significance, but the
areas of the hot and cold spots would be smaller, and the cold
spots would disperse on a less coarse scale. From the centroid
perspective, the hot and cold spot locations at scales coarser than
30′ usually differ significantly from those at the original scale. It is
therefore not advisable to identify the local spatial patterns of
fisheries using this scale. Anselin Local Moran’s I can be used to
explore the statistically significant spatial clusters, i.e., hot and
cold spots (Anselin, 1995, 2004). The impact of scale on clusters
of Anselin Local Moran’s I is not discussed in this paper, but the
scaling relationships and scale effects are probably similar to
those for the hot/cold spots derived using Getis-Ord Gi*. Spatial
K-means can also identify spatial clusters of fisheries but these
clusters are not necessarily associated with the hot/cold spots
(Jain, 2010; Mullon et al., 2005). As such, the scale impacts on the
spatial clusters derived using spatial K-means may be quite dif-
ferent from those based on Getis-Ord Gi* and Anselin Local Mor-
an’s I.

We speculate that in some pelagic fisheries such as Dosidicus
gigas, Thunnus albacares and Katsuwonus pelamis, the scaling
relationships are more complex because there are fewer com-
mercial fishing records for these species as compared to O.
bartramii. For example, commercial fishery data of K. pelamis
are usually available at a coarse 1° spatial scale; as a con-
sequence, multi-scale analysis may not be accurate and/or in-
formative. The jumbo flying squid (D. gigas) is a fast-growing and
short-lived species similar to O. bartramii. Its population is usu-
ally composed of individuals who have the capacity to migrate
both vertically and horizontally in respond to changing environ-
ments (Arkhipkin and Murzov, 1986; Chen and Chiu, 2003; Yu et
al., 2016b).

This study examined the impacts of changing spatial scales
on spatial hot and cold spots for O. bartramii in the northwest

Pacific Ocean. It extends the work of Feng et al. (2016) and de-
scribes the scale impacts on local clusters by considering several
statistics including mean, SD, CV, skewness, kurtosis, Q1, medi-
an, Q3, area and centroid. The scale impacts were assessed in ac-
cordance with the linear, exponential, power law, and polynomi-
al functions as commonly reported in landscape ecology (Turner
et al., 1989; Wu, 2004) and more recently in fisheries (Feng et al.,
2016).

It should be noted that the specific parameters of the scaling
formula may not be applicable to other pelagic fisheries because
they were affected by the selection of fishery dataset, but the scal-
ing relations of spatial hotspots are appropriate to other fast-
growing and short-lived species. Meanwhile, the methods
presented in this paper are widely applicable to analyses of the
spatial scale effects for any other commercial species. Our results
contribute to a better understanding of the relationships between
spatial scale and local spatial clusters in fisheries and in selec-
tion of the appropriate spatial scale for spatial analysis in fisher-
ies.
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Abstract

To understand the ecological status and macrobenthic assemblages of the Xin’an River Estuary and its adjacent
waters,  a  survey  was  conducted  for  environmental  variables  and  macrobenthic  assemblage  structure  in
September 2012 (Yantai, China). Several methods are adopted in the data analysis process: dominance index,
diversity indices, cluster analysis, non-metric multi-dimentional scaling ordination, AMBI and M-AMBI. The
dissolved inorganic nitrogen and soluble reactive phosphorus of six out of eight sampling stations were in a good
condition with low concentration. The average value of DO ((2.89±0.60) mg/L) and pH (4.28±0.43) indicated that
the research area faced with the risk of ocean acidification and underlying hypoxia. A total of 62 species were
identified, of which the dominant species group was polychaetes. The average abundance and biomass was
577.50  ind./m2  and  6.01  g/m2,  respectively.  Compared  with  historical  data,  the  macrobenthic  assemblage
structure  at  waters  around  the  Xin’an  River  Estuary  was  in  a  relatively  stable  status  from  2009  to  2012.
Contaminant indicator species Capitella capitata appeared at Sta. Y1, indicating the animals here suffered from
hypoxia and acidification. AMBI and M-AMBI results showed that most sampling stations were slightly disturbed,
which  were  coincided  with  the  abiotic  measurement  on  evaluating  the  health  conditions.  Macrobenthic
communities suffered pressures from ocean acidification and hypoxia at the research waters, particularly those at
Stas Y1, Y2 and Y5, which displays negative results in benthic health evaluation.

Key words: macrobenthos, Xin’an River Estuary, ocean acidification, hypoxia, AMBI, M-AMBI
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1  Introduction
Estuarine areas are one of the most productive ecosystems in

nature, and have been widely concerned because of their mul-
tiple ecological function (Dolbeth et al., 2007). Massive nutrients
and organics are transited by terrigenous freshwater, providing
abundant nourishments and appropriate habitats for estuarine
organisms (Zhang et al., 2016a, b). However, excessive nutri-
ments aroused by anthropogenic activities and inappropriate
discharge of effluents would stimulate environmental issues like
water contamination and sediment deterioration leading to
ocean acidification and underlying hypoxia. These deteriorated
environment bring about diverse distortions on the local eco-
topes (Marques et al., 2003; Lillebø et al., 2005; Zhu et al., 2014;

Piló et al., 2016; Zhang et al., 2016a). Many estuary areas are en-
countering the same ecological problem, especially those in wa-
ters with weak circulation, which is also a balance between envir-
onmental protection and economy development (Dolbeth et al.,
2007; Cai et al., 2016; Briggs et al., 2017).

The Xin’an River is about 40 km in length with a drainage area
of around 315 km2, which flows through the Muping District,
Laishan District and High-tech District in Yantai City and ends
up in the Yellow Sea (Ma et al., 2012). Widespread as it is, the
river function and environmental conditions were not in a posit-
ive status for the past few years. Yantai government have made
great efforts to bring the contamination into control since 2009,
including performing afforestation, removing aquatic farms, set-  
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ting up sewage treatment plant and establishing 24-hour pollu-
tion monitoring systems. The research estuarine waters are loc-
ated in the west of Yangma Island National AAAA Tourist Attrac-
tion. The south is the Xin’an River and Yuniao River. A sewage
treatment plant is about 400 m west from the Xin’an River Estu-
ary, of which the outlet is 3 232 m to the north of the estuary (Jia
et al., 2007). The hydrodynamic water exchange in the research
waters is limited due to the breakwater built to the west of
Yangma Island harbor. Excessive pollutants (1 800 t per year) are
produced by the surface runoff of the Xin’an River. According to
Ma et al. (2012), the study areas mainly suffered perturbations
from the sewage discharge plant and the rainy season runoff.
Moreover, bivalve aquaculture zones scattered around the study
water regions, which also impact the benthic assemblages by
changing the circulation of substances, introducing physical an-
choring structure and causing disturbances to benthic habitats
(Dumbauld et al., 2009).

Biota indicators have been proved to be an effective method
for marine ecosystem health assessment and widely applied un-
der various water conditions (Peng et al., 2013; Rombouts et al.,
2013). Macrobenthos are key components of estuarine ecosys-
tems, playing important roles in the process of trophodynamics
as well as in food chains (Herman et al., 1999). Macrobenthos fa-
cilitate the decomposition of organic materials in the process of
ingestion and defaecation. Thus, the flux rates of nutrient
particles could be balanced across the sediment-water interface;
upper nourishment could be replenished to supply for the phyto-
plankton subsistence as well (Ekeroth et al., 2016). In virtue of
their sedentary biotope and sensitiveness to environmental
changes, macrobenthic organisms are generally adopted as bio-
logical indicators to evaluate the sediment health condition (An-
derson, 2008; Borja and Tunberg, 2011; Li, 2011).

However, it could be intricate for policy makers and laymen
to understand sophisticated information of scientific research
data which displays the nexus of macrobenthos and environ-
ment. Various biotic indices therefore are wielded to evaluate the
environment condition in a more intuitionistic way (Borja et al.,
2008). Based on the commission of the water framework direct-
ive (WFD) and marine strategy framework directives (MSFD),
AZTI’s marine biotic index (AMBI and M-AMBI) (Muxika et al.,
2007) are of two efficient indices to assess the ecological health
status by macrobenthic community characteristics and confined
reference conditions (Borja et al., 2008; Cai et al., 2015; Sigamani
et al., 2015). Although discrepancies of the evaluation may exist
due to variable environment conditions and anthropogenic per-
turbations, the AMBI and M-AMBI indices are still extensively ac-
cepted as well as applied in Europe, North America, South Amer-
ica, and East Asia (Luo et al., 2014).

Changes of certain environmental factors may induce fluctu-
ation in both macrobenthic community structure and dominant
species (Dauvin et al., 2010; Dolbeth et al., 2011; Xie et al., 2016).
Sewage input is one of the disturbances in estuarine waters,
which may change the macrobenthic community structure by
providing appropriate conditions for tolerant or opportunistic
species (Borja et al., 2000; Gusmao et al., 2016). Ma et al. (2012)
found that the chemical oxygen demand (COD) and phosphates
were at a high level in waters around the Xin’an River Sewage
Treatment Plant. It indicated that the adjacent waters suffered
from moderate eutrophication with relatively high inorganic ni-
trogen and restricted phosphates. COD reveals the content of the
consumed oxygen when the organic matters and the inorganic
substances were decomposed and oxidized (Kawai et al., 2016).
In normal condition, DO values are negatively correlated with

COD values in waters (Ahmed, 2014; Zhang et al., 2017). The
higher the COD values, the lower the DO values (Zhang et al.,
2017). Phosphorus eutrophication could be induced by marine
acidification in the way that alters the form of phosphorus in aer-
obic sediments (Ge et al., 2017). According to aforementioned
facts, high level of COD and phosphates in sea waters are closely
related with marine hypoxia and acidification. Whether there are
hypoxia and acidification at the Xin’an River estuarine waters re-
mains to be discovered. To what extent the local macrobenthic
communities are affected by environmental factors also need to
be researched. However, so far, few studies had been reported on
the macrobenthic assemblages and its relationships with envir-
onmental variables at waters around the Xin’an River Estuary.

The objectives of our study was to investigate the mac-
robenthic community characteristics as responding to small-
scale hypoxia and acidification as well as the benthic ecological
health by using AMBI and M-AMBI indices. This study also aims
to ascertain whether there are divergences between biotic in-
dices and abiotic indices on evaluating the health conditions of
interfered waters. We intend to provide a dataset for the evalu-
ation of the effects of contamination control and coastal manage-
ment from the local government.

2  Materials and methods

2.1  Sampling area and procedure
Eight stations at the Xin’an River Estuary were investigated in

September 2012, among which Y1 was located at the Xiaoyuniao
River Estuary; Y2 and Y4 were located at the Xin’an River Estuary;
Y3, Y5 and Y8 were around the Yangma Island; Y9 and Y10 were
located at scallop aquaculture zone (Fig. 1). Sediment samples
were collected by three separate replicates in each station using a
0.05 m2 box-corer grab, then sieved through a 0.5 mm aperture
mesh to obtain macrobenthos. The macrobenthic organisms
were preserved in 80% ethanol and identified to the lowest pos-
sible taxonomic level in laboratory, and then counted and
weighted using a 0.001 g precision electric balance. All sampling
process followed with the National Oceanography Census Regula-
tion Methods (State Quality and Technical Supervision Adminis-
tration, 1992).

2.2  Environmental factors
Environmental variables, including water depth (WD), water

temperature (WT), dissolved oxygen (DO), salinity (SAL), soluble
reactive phosphorus (SRP, including PO4

3–-P) and pH were
measured in situ by YSI environmental monitoring system
(600QS-M-O, US). Dissolved inorganic nitrogen (DIN, including
NH4

+-N, NO2
–-N and NO3

–-N), SiO3
2–-Si, total nitrogen (TN) and

total phosphorus (TP) were measured by the nutrient auto-ana-
lyzer using gas-segmented continuous flow analysis (AutoAna-
lyzer 3, Bran Luebbe, Germany).

2.3  Statistical analysis

2.3.1  Environmental data processing
Single factor evaluation was applied to classify the sea water

nutrients in accordance with National Marine Industry Stand-
ards, HY/T 086–2005, China. The standard index of pollutants
(Pi) was calculated by the following method:

Pi = Mi=S i; (1) 
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where Mi is the average measured concentration of pollutant i; Si

is the standard concentration for pollutants i. Here, GB Class I
water quality standards was used here as Si data according to Na-
tional Sea Water Quality Standard (GB 3097–1997).

The principal component analysis (PCA) was conducted
based on lg (x+1) transformation of environmental data to ana-
lyze the characteristic of sampling environment data. The Pear-
son correlation analysis was conducted to explore the correla-
tion between single environmental factor and benthic com-
munity structure. The bio-environment (BIOENV) analysis was
performed to study the optimal combination of environmental
factors to describe the community structure.

2.3.2  Biological data processing
The biological properties were analyzed by PRIMER software

package (Version 7.0.11, PRIMER-E Ltd., 2016), including the
total biomass (B), abundance (A), number of species (S), Shan-
non-Wiener diversity index (H0), Margalef richness index (D),
and the Pielou’s evenness index (J). The dominant index (Y)
(Chen et al., 1995) of species was calculated by the following for-
mula:

Y = (ni=N) f i; (2) 

where N is the total abundance of all the stations, ni is the abund-
ance of the species i of all the stations, and fi is the occurrence
frequency of the species i of all the stations. Species i can be
defined as the dominant species when Y>0.02.

The multivariate analysis of the macrobenthic community
was also conducted by PREMER 7. Cluster and non-metric multi-
dimensional scaling (n-MDS) plot was used to display the rela-
tionship of the species abundance of different macrobenthic
communities on the basis of Bray-Curtis similarities. Analysis of
similarities (ANOSIM) was used to determine if significant differ-
ences existed between samples, and similarity percentages (SIM-
PER) was used to calculate the contribution of the species which
determined different clusters.

2.3.3  Benthic quality assessment
AZTI’s marine biotic index (AMBI) (Borja et al., 2000) and

multivariate AZTI’s marine biotic index (M-AMBI) (Muxika et al.,
2007) were adopted to assess the benthic quality at waters
around the Xin’an River Estuary. The AMBI and M-AMBI value
were calculated by the AMBI program (Version 5.0, http://ambi.
azti.es). All species data were processed in accordance with the
AMBI guidelines (Borja and Muxika, 2005), the non-benthic in-
vertebrate taxa (fish and megafauna) were removed and ecolo-
gical groups (EG I: disturbance-sensitive species; EG II: disturb-
ance-indifferent species; EG III: disturbance-tolerant species; EG
IV: the second-order opportunistic species; EG V: the first-order
opportunistic species) were classified based on the species list
made at AZTI Laboratory in November 2014. Due to the fact that
the research waters suffered from different levels of anthropo-
genic activities, the threshold values for the M-AMBI conditions
were increased by 15% on the basis of original biodiversity index
and species number (Borja et al., 2008; Li et al., 2013). Under high
quality status, AMBI=0, Diversity=4.24, Richness=25.30, M-
AMBI=1; under bad quality status, AMBI=6, Diversity=0, Rich-
ness=0, M-AMBI=0.

3  Results

3.1  Abiotic parameters
According to Chinese Sea Water Quality Standard GB

3097–1997 (National Standard of the People’s Republic of China
GB 3097–1997 was issued by the National Environmental Protec-
tion Agency of the People’s Republic of China on July 1, 1998),
the GB Class I sea water quality can be used for marine fishery,
natural reserve areas and natural preservation zones for rare and
endangered animals; the GB Class II quality can be used for mar-
ine culture zones, bathing beaches, direct body contact marine
sports and industrial water area related to marine foods; the GB
Class III quality can be used for normal industrial water and
coastal scenic areas; the GB Class IV quality can be used for port
waters and marine development zone for specific application.
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Fig. 1.   Sampling stations of macrobenthos in the Xin’an River Estuary and its adjacent waters. The position of sewage treatment plant
is marked with the black square.
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The average content of DIN and SRP of all sampling stations
were (0.15±0.07) mg/L and (0.011±0.006) mg/L, respectively,
which can be defined as GB Class I quality, except that Y2 and Y4
belonged to GB Class II quality, for the DIN values of which are
0.286 mg/L and 0.239 mg/L, respectively; the SRP values of which
are 0.0231 mg/L and 0.0183 mg/L, respectively (Table 1).
However, the average value of DO ((2.89±0.60) mg/L) and pH
(4.28±0.43) were ranked as superior GB Class IV with the declin-
ing trend from open sea to the river mouth, which indicated a
bad condition of DO and pH values. The pollutant standard in-
dex PDIN and PSRP were less than 1 at all sampling stations except
for Y2 and Y4, which indicated the nutrients at most stations met
with the standards for marine fishery and natural preservation

zones, yet Y2 and Y4 still reached the standard for aquaculture
and body contact usages (GB Class II).

3.2  Species composition
A total of 62 species were identified, among which Polychaeta

was the most abundant taxon with 34 species (54.84%), followed
by Crustacea with 12 species (19.35%), Mollusca with 10 species
(16.13%), Echinodermata with 3 species (4.84%), and the others
with 3 species (1 Nemertea, 1 Sipuncula and 1 Vertebrata)
(4.84%). In terms of species composition at each station, Y1 (8
species) was observed with the least species, while Y10 pos-
sessed the most with 32 species. Moreover, Polychaeta took up
most of the species proportions at all sampling stations (Fig. 2).

Four Polychaeta species were identified as dominant species
according to their dominant values (Y>0.02). Moreover, contam-
inant indicator species Capitella capitata (Sun and Chen, 1978;
James and Gibson, 1980) was only obtained at Sta. Y1, with the
abundance of 46.67 ind./m2 (Table 2).

3.3  Abundance and biomass
The distribution of macrobenthic abundances showed the

descending trend from the offshore to the estuary areas (Fig. 3).
The average species abundance per station was 577.50 ind./m2,
among which Polychaeta contributed the most with average
abundance of 470.83 ind./m2 (81.53% of average species abund-
ance), followed by Mollusca species 42.50 ind./m2 (7.36%), Crus-

tacea species 32.50 ind./m2 (5.63%) and Echinodermata species
22.50 ind./m2 (3.90%). Other species (1 Nemertea, 1 Sipuncula
and 1 Vertebrata) contributed 1.59% with average abundance of
9.17 ind./m2.

The spatial distribution of macrobenthic biomass was presen-
ted with lower value in estuary area and higher value in offshore
area (Fig. 4). The average species biomass per station was 6.01
g/m2, among which Polychaeta contributed the most with aver-
age biomass of 2.76 g/m2 (45.90%)，followed by Mollusca with
0.73 g/m2 (12.20%), Crustacea with 0.18 g/m2 (2.91%). Echino-
dermata possessed the least with 0.13 g/m2 (2.22%). Other spe-
cies (1 Nemertea, 1 Sipuncula, and 1 Vertebrata) possessed
36.74% of the total biomass with a kind of vertebrate Chaeturich-
thys stigmatias obtained at Sta. Y9, which increased the average
biomass to 2.21 g/m2.

3.4  Biodiversity
The Shannon-Wiener diversity index (H0) varied from 1.57

Table 1.   Data and evaluation results of DIN, SRP, DO and pH in the Xin’an River Estuary waters
Station DIN/mg·L-1 DO/mg·L-1 pH SRP/mg·L-1 PDIN PSRP

Y1 0.143 1.60 4.03 0.0063 0.72 0.42

Y2 0.286 2.58 3.51 0.0231 1.43 1.54

Y3 0.109 3.19 4.41 0.0058 0.55 0.39

Y4 0.239 3.37 3.87 0.0183 1.20 1.22

Y5 0.118 2.88 4.5   0.0086 0.59 0.57

Y8 0.097 2.81 4.58 0.0097 0.49 0.65

Y9 0.090 3.31 4.67 0.0071 0.45 0.47

Y10 0.118 3.38 4.68 0.0088 0.59 0.59

Mean±SD 0.15±0.07 2.89±0.60 4.28±0.43 0.011±0.006 0.30±0.14 0.24±0.14

          Note: DIN means dissolved inorganic nitrogen, DO dissolved oxygen, SRP soluble reactive phosphorus, PDIN the pollutant standard index
of dissolved inorganic nitrogen, and PSRP the pollutant standard index of soluble reactive phosphorus.

Table  2.     Spatial  distribution  of  dominant  species  in  each
sampling station

Station
Lumbrineris

latreilli
Heteromastus

filiformis
Chaetozone

setosa
Sigambra

bassi
Y 0.337 0.104 0.023 0.021

Y1 + + +

Y2 + +

Y3 + + + +

Y4 + + +

Y5 + + +

Y8 + + + +

Y9 + + + +

Y10 + + +

          Note: + means the dominant species were detected.
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Fig.  2.     Macrobenthic species composition of  each station in
Xin’an River Estuary and its adjacent waters.
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(Y5) to 4.04 (Y10), with the average value of 2.96±0.82. The Mar-
galef richness index (D) varied from 1.46 (Y1) to 4.50 (Y10), with
the average value of 2.60±1.04. The Pielou’s evenness index (J)
varied from 0.38 (Y5) to 0.87 (Y3), with the average value of
0.75±0.17 (Fig. 5).

3.5  Community structure
Cluster and n-MDS analysis showed that the similarity

between macrobenthic assemblages in different stations ranged
from 24.56%-55.99%. According to the similarity values, all the
sampling stations were divided into four groups at an arbitrary
similarity level of 36.14%. Group I included two stations, Y2 and
Y4, with the similarity value of 48.95%. Group II consisted of only

Sta. Y1, which was separated from Group I at similarity value of
32.25%. Group III consisted of Y3, Y5 and Y8, with the similarity
value of 48.95%. Group IV included Y9 and Y10, with the similar-
ity value of 54.95%. Group IV was separated from Group III at the
similarity value of 36.14% (Fig. 6). The same results were ob-
tained by n-MDS ordination plots, with the stress value lower
than 0.1, and the four groups showed significant differences on
ANOSIM global test (global R=1, significance level=0.1%<0.05,
permutations=999).

The results of SIMPER analysis were as follows. Group I con-
sisted of Y2 and Y4, and the average similarity coefficient was
48.95%. The polychaetes Orbinia dicrochaeta (Wu, 1962) and
Chaetozone setosa (Malmgren, 1867) were dominant species with
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Fig. 3.   Spatial distribution of macrobenthic abundance in sampling stations.
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Fig. 4.   Spatial distribution of macrobenthic biomass in sampling stations.

  ZHOU Zhengquan et al. Acta Oceanol. Sin., 2018, Vol. 37, No. 5, P. 77–86 81



contribution rate of similarity were 22.47% and 15.36%, respect-
ively. Other species which cumulatively contributed higher than
70% were polychaetes Heteromastus filiformis (Claparede)
(10.8%), Glycera rouxi (Audouin et Milne Edwards, 1833) (10.8%)
and crustacea Paraphoxus oculatus (10.8%). The average similar-
ity and species contributions of Group II (only Y1, located at the
estuary of Yuniao River) could not be calculated. The pollution
indicator species, Capitella capitata (Fabricius, 1780), was only
detected with a high abundance (46.67 ind./m2, maximum in all
stations) at Sta. Y1, which indicated a polluted benthic environ-
ment condition. Group III consisted of Y3, Y5 and Y8, which
showed an average similarity coefficient of 51.30%. The domin-
ant species of Group III were polychaetes Lumbrineris latreilli
(Audouin et Edwards, 1834), Heteromastus filiformis (Claparede)
and Sigambra bassi (Hartman), whose contribution rate were
33.55%, 25.42% and 11.18%, respectively. Moreover, the abund-
ance in Sta. Y5 reached the maximal value of 1 313.33 ind./m2.
Group IV consisted of Y9 and Y10, whose average similarity coef-
ficient was 54.95%. The species with contribution rate above 10%
were Lumbrineris latreilli (Audouin et Edwards, 1834) (12.98%)
and Moerella iridescens (Benson) (12.10%).

3.6  Relationships between macrobenthic community and environ-
mental factors
The PCA results showed that the accumulative contribution

rate of the first three principal components to total variation ac-
counted for over 85%, maintaining most of information of the 12

environmental factors. The coefficients of eigenvectors were dis-
played in Table 3, among which pH, NO3

−-N and NH4
+-N con-

tributed most of the PC1 with coefficients of −0.364, 0.361 and
0.353, respectively; DO and NO2

−-N contributed most of the PC2
with coefficients of −0.489 and −0.385, respectively; SAL, DO and
WT contributed most of the PC3 with coefficients of 0.703, −0.426
and −0.389, respectively.

The result of BIOENV analysis (Spearman) showed that the
characteristics of spatial distribution of community biomass
could be mainly explained by the combination of TP, NO2

−-N and
pH, and the Spearman coefficient was 0.747. Pearson correlation
analysis showed that only TN and TP were significantly correlat-
ive with community abundance among 12 environmental factors,
and the Pearson correlation coefficient were −0.745 (sig.
level=0.034) and −0.754 (sig. level=0.031), respectively.

3.7  AMBI and M-AMBI
Among all 62 species identified in this sea area, 29 species

were found to have an abundance lower than 3, which could not
be defined to any ecological group based on AMBI guidelines.
Moreover, one species remained unassigned in accordance with
the species list (November 2014, v 5), which was Apseudes sp..

Table 3.     Eigenvectors of each environmental variable on the
first three principal components

Environmental
variable

PC1 PC2 PC3

PO4
3–-P 0.314 –0.301   0.147

TP 0.236 0.337 –0.026  

NH4
+-N 0.353 –0.065   0.076

NO2
–-N 0.260 –0.385   0.259

NO3
–-N 0.361 –0.122   0.067

SiO3
2–-Si 0.341 –0.230   0.144

TN 0.268 0.286 –0.175  

WT 0.255 0.349 –0.389  

SAL –0.166   0.268 0.703

WD –0.321   –0.241   0.079

DO –0.082   –0.489   –0.426  

pH –0.364   –0.059   –0.126  

          Note: PO4
3–-P represents phosphoric acid-phosphorus; TP total

phosphorus; NH4+-N ammonium salt-nitrogen; NO2
–-N nitrous acid-

nitrogen; NO3
–-N nitric acid-nitrogen; SiO3

2–-Si silicic acid-silicon;
TN total  nitrogen; WT water temperature;  SAL salinity;  WD water
depth; DO dissolved oxygen; and PC1, PC2 and PC3 the first, second
and third principal components.
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Fig. 5.   Margalef richness index (D), Pielou’s evenness index (J)
and Shannon-Wiener diversity index (H0) of each sampling sta-
tion.
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Fig. 6.     Analysis of  cluster (a) and MDS (b) on macrobenthos of sampling stations,  September 2012. The abundance data was
standardized, and then overall transformed by lg (x+1) method. The group-average linking was conducted in accordance with S17
Bray-Curtis species similarities.
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The unassigned species proportion of all sampling stations was
below 20%, which indicated a credible judgement on AMBI and
M-AMBI results (Table 4).

The AMBI values of eight sampling stations ranged from 1.419
to 4.219, with seven slightly disturbed stations and one medium
disturbed station (Y1), which indicated that the benthic environ-
ment suffered from slightly anthropogenic interference. The min-
imal AMBI value was captured at Sta. Y10 (1.419), where most of
the species were disturbance-sensitive species (Group I: 48.6%);
the maximum value was detected at Sta. Y1 (4.219), with the first-
order opportunistic species as main dominant species (Group V:
43.8%).

The M-AMBI values ranged between 0.35 and 0.81, with Sta.
Y10 defined as high quality status, Y1 as poor status, Y3 and Y5 as
moderate status, and the rest of the stations as good status. The
minimal M-AMBI value (0.35) appeared at Sta. Y1, with the least
species number (six species) amongst all sampling stations; the
maximum value was obtained at Sta. Y10, with the highest biod-
iversity index (H0=3.69) as well as species number (20 species)
among all sampling stations.

4  Discussion
The Xin’an River is located at a special geographical position

with widespread drainage area. The river is under multiple an-
thropogenic pressures: industrial and domestic sewage dis-
charge, aquaculture activities, and tourists impacts. Human
activities could trigger prompt nutrient eutrophication, which is
far more rapid than the natural process (Serrano et al., 2017). The
abiotic parameters showed that the pollutant standard index (Pi)
of DIN and SRP at most sampling stations belonged to GB Class I.
The good condition of nutrients testified the effects that the local
government had achieved on eutrophication control. However,
the sampling waters still faced with the risk of hypoxia and acidi-
fication. The DO and pH values at sampling waters were at a low
level with descending trend from open sea waters to the river
mouth.

The results of biotic assessments including correlation ana-
lysis, AMBI and M-AMBI, which matched well with that of envir-
onmental measurements. We found that the pattern of mac-
robenthic abundance was closely related to the TN and TP in the
research waters. Macrobenthos, together with microbes and oth-

er physical factors, continually participated in the complex nutri-
ent circulating process across sediment-water interface (Ekeroth
et al., 2016). The nutrients in turn influence the behavior of
benthic organisms (Shen et al., 2016). Moreover, feeding activit-
ies of polychaetes are closely associated with TN and TP in the
sediment they inhabit (Webb and Eyre, 2004; Volkenborn et al.,
2007; Shen et al., 2016). Polychaetes are also identified as domin-
ant groups in research area.

Previous research on macrobenthos had been conducted in
Yantai offshores since 1985 (Wu and Zhang, 1994; Wang et al.,
1995; Tang, 2011; Leng et al., 2013; Wang and Li, 2013). However,
few surveys focused on the topic of biological response to envir-
onmental stressors at the Xin’an River Estuary and its adjacent
waters. A precise analysis and comparison of community shift
was difficult to achieve. We chose three previous surveys with
same sampling methods and seasons to compare the changing of
species composition in recent years (Table 5).

From 2009 to 2012, the disturbance-indifferent polychaeta
species Lumbrineris latreilli was absolutely identified as domin-
ant species, and Polychaeta was also the dominant taxonomic
group in waters around the Xin’an River Estuary. In October
2009, 68 species were obtained in the Sishili Bay, among which
Lumbrineris latreilli, Musculus senhousia, Styela clava, Notomas-
tus sp. and Asychis sp. were dominant species (Tang, 2011). In
September 2010, 60 species were captured in waters around the
Yangma Island, among which Lumbrinereis longiforlia, Medio-
mastus sp. and Sigambra sp. were dominant species (Leng et al.,
2013). In August 2010, 84 species were obtained in Yantai coastal
waters, among which Lumbrineris latreilli, Chaetozone setosa,
Haploscoloplos elongatus, and Sternaspis scutata were dominant
species (Wang and Li, 2013). Most of the dominant species are
disturbance-indifferent species in October 2009 and September
2010, while more second-order opportunistic species are defined
as dominant species in November 2010 and September 2012. The
macrobenthic characteristics at the research waters were in a rel-
atively stable condition with polychaetes as the dominant spe-
cies group from 2009 to 2012.

The macrobenthic communities directly or indirectly suffered
from anthropogenic activities, which involve in the interactions
across the sediment-water interface (Smith et al., 2000). The
macrobenthic communities at waters around the Xin’an River

Table 4.   Results of AMBI and M-AMBI for each station in waters around the Xin’an River Estuary
Station Ⅰ/% Ⅱ/% Ⅲ/% Ⅳ/% Ⅴ/% NA/% AMBI DC M-AMBI Status

Y1   0.0 31.3   0.0 25.0 43.8 0.0 4.219 MD 0.35 poor

Y2 20.0 35.0   5.0 40.0   0.0 0.0 2.475 SD 0.63 good

Y3   8.7 39.1   8.7 43.5   0.0 0.0 2.804 SD 0.51 moderate

Y4 48.6 16.2 27.0   8.1   0.0 0.0 1.419 SD 0.62 good

Y5   2.6 82.9   0.5 14.0   0.0 0.0 1.889 SD 0.53 moderate

Y8   6.7 65.0   2.5 25.8   0.0 0.0 2.212 SD 0.55 good

Y9 16.7 56.7 13.3 13.3   0.0 2.2 1.850 SD 0.73 good

Y10 31.3 28.4 30.6   9.7   0.0 2.2 1.780 SD 0.81 high

          Note: I, II, III, IV and V represent for ecological Group I, II, III, IV and V, respectively; NA not assigned; DC disturbance classification; MD
moderately disturbed; and SD slightly disturbed.

Table 5.   Comparison of species composition with previous surveys in the Xin’an River Estuary
Sampling time Total species Polychaeta Mollusca Crustacea Echinodermata Others Reference

Oct. 2009 68 54.42% 25.00% 10.29% 4.41% 5.88% Tang (2011)

Sep. 2010 60 68.33% 10.00% 18.33% 1.67% 1.67% Leng et al. (2013)

Aug. 2010 84 50.00% 19.05% 21.43% 3.57% 5.95% Wang et al. (2013)

Sep. 2012 62 54.84% 16.13% 19.35% 4.84% 4.84% this study
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Estuary scattered in a geographical pattern with respective envir-
onmental stressors, which was also expressed in the CLUSTER,
MDS and PCA analysis. Interfered by anthropogenic activities
and environmental stress, the benthic communities in the Bohai
Sea also show a trend of simplification in species composition
since the 1980s, with increasing abundance of small body sized
polychaete, bivalve and crustacean species but decreasing biod-
iversity (Zhou et al., 2007; Cai et al., 2012; Jin et al., 2015; Hu and
Zhang, 2016).

AMBI and M-AMBI have proven to be operative indices on
evaluating the benthic ecological conditions under various pres-
sures of sea waters, estuaries, and coastal waters around Europe,
North America, Indian and China (Muxika et al., 2005; Borja and
Tunberg, 2011; Cai et al., 2013, 2015; Li et al., 2013; Liu et al.,
2014; Luo et al., 2014; Sigamani et al., 2015). The establishment of
reference condition for the research waters is crucial for calculat-
ing the M-AMBI value (Muxika et al., 2007). Four methods can be
used to determine the reference conditions: (1) comparison with
an existing undisturbed site, (2) historical data and information,
(3) numerical models, and (4) best professional judgments (Borja
et al., 2004; Muxika et al., 2007; Forchino et al., 2011; Borja et al.,
2012). However, pristine sites as reference condition were hardly
to find due to multiple disturbances at the Xin’an River Estuary.
Historical data and numerical models were also unavailable. We
set the reference condition with the highest richness and di-
versity values observed in this study and increased them by 15%,
in accordance with the previous studies (Borja and Tunberg,
2011; Forchino et al., 2011; Paganelli et al., 2011). The M-AMBI
value of most stations ranked as “good”, which was coincided
with the former research (Li et al., 2013).

Extreme conditions of pH and DO values often occurred on
the same temporal and spatial scale (Wallace et al., 2014). The
threshold DO value of hypoxic waters used to be below 2.0 mg/L.
However, the ability of hypoxia tolerance varies with different
benthic organisms. The average median sublethal DO thresholds
of crustaceans, molluscs, annelids and echinoderms are
(3.21±0.28) mg/L,  (1.99±0.16) mg/L,  (1.20±0.25) mg/L,
(1.22±0.22) mg/L, respectively (Vaquer-Sunyer and Duarte,
2008). The DO value at Sta. Y1 was 1.60 mg/L, which was lower
than the average median sublethal DO thresholds of crustacean
and mollusc species, yet higher than that of annelid and echino-
derm species. Long-term or periodic exposure to hypoxia may al-
ter the macrobenthic community structure and thus affect the
species biomass, abundance, movement and feeding activities,
even the upper trophic structure (Rakocinski and Menke, 2016;
Briggs et al., 2017). The species composition of Sta. Y1 indicated
the macrobenthic community was exposed to hypoxia, e.g., 6 out
of 7 obtained polychaete species belonged to the first and
second-order opportunistic species. It is also evidenced by the
minimum value of abundance (120 ind./m2) and biomass (0.53
g/m2) as well as the appearance of high abundance (46.67
ind./m2) of typical pollution indicator Capitella capitate at Sta.
Y1. Station Y5 was in moderate status, yet the macrobenthic
abundance and biomass reached a quite high level. A quantity of
Lumbrineris latreilli and Heteromastus filiformis was captured at
Y5, whose abundance were 980 ind./m2 and 160 ind./m2, re-
spectively. For this reason, the biodiversity index (H0) at Y5 was
the lowest (H0=1.57) among sampling stations. Moreover, Hetero-
mastus filiformis belongs to the second-order opportunistic spe-
cies (EG IV). High abundance of Heteromastus filiformis result-
ing in a low level status of AMBI and M-AMBI at Y5, which could
also be reflected by environmental factors as low DO and pH val-
ues.

Ascending level of atmospheric CO2 result in global warming
and ocean acidification, while acidic waters in coastal zones
could be mainly attributed to excessive loading of nutrients and
production of organisms (Fabry et al., 2008; Wallace et al., 2014).
Ocean acidification would affect the growth and development
process of some benthic invertebrates via meddling in the mech-
anisms of mineralogy and calcification, especially for crusta-
ceans, molluscs and echinoderms (Fabry et al., 2008). Moreover,
large body sized crustaceans and echinoderms species were
rarely found in the research waters.

The M-AMBI results indicated the poor health status of Y1,
moderate status of Y3 and Y5, which coincides well with the low
DO and pH values of Y1, Y3 and Y5. The research waters suffered
from hypoxia and seawater acidification due to its geographical
position and aforementioned findings. These environmental and
anthropogenic stressors remarkably reshaped the macrobenthic
community structure.

5  Conclusions
This is the first time that AMBI and M-AMBI method were

used to evaluate the benthic conditions at the Xin’an River Estu-
ary and its adjacent waters, which is expected to be a guideline
for improving monitoring measures and protective pathways.
The conclusions were made as follows:

(1) The macrobenthic assemblage at waters around the
Xin’an River Estuary was not shift from 2009 to 2012. Polychaetes
were always presented as the dominant taxonomic group.

(2) The macrobenthic communities suffered pressures from
surface runoffs and anthropogenic activities, particularly Stas Y1,
Y2 and Y4 at the river mouth interfered with ocean acidification
and hypoxia.

(3) AMBI and M-AMBI results showed that most sampling
stations were in good to high ecological health conditions, which
coincided well with the abiotic measurements.
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Abstract

Shelf-basin advection is essential to subsistence of the Arctic copepod Calanus hyperboreus population in high
basin area. Its abundance, population structure and body size in pelagic layer were investigated with samples
collected over a large range in the western Arctic Ocean during summer 2003, to evaluate the geographical
variation in recruitment pattern. Calanus hyperboreus was absent from the shallow areas of the Chukchi Sea and
most  abundant  in  the  slope  area  between  the  Chukchi  Sea  and  Chukchi  Abyssal  Plain  (CS-slope).  Total
abundance varied between 1 110.0 and 5 815.0 ind./m2 in the CS-slope area and ranged from 40.0 to 950.0 ind./m2

in the other areas. Early stages (CI–IV) dominated in the CS-slope area, whereas CV and adult females were
frequently recorded only in deep basin areas. Geographical difference of prosome length was most evident in CIII,
with average ranging from 2.48 to 2.61 mm at the CS-slope stations and 2.16–2.37 mm at the others. Abundance of
early developmental stages (CI–CIV) correlated positively with Chl a concentration, but negative correlation was
observed in late stages (CV–adult). Our results indicated that C. hyperboreus can benefit from primary production
increase through accelerated development in the first  growth season and the productive CS-slope area is a
potential source for slope-basin replenishment.

Key words: continental slope, prosome length, population structure, food availability, life cycle

Citation: Xu Zhiqiang, Zhang Guangtao, Sun Song. 2018. Accelerated recruitment of copepod Calanus hyperboreus in pelagic slope waters
of the western Arctic Ocean. Acta Oceanologica Sinica, 37(5): 87–95, doi: 10.1007/s13131-018-1166-8

1  Introduction
Calanus hyperboreus is a large calanoid copepod widely dis-

tributed in the Arctic Ocean, accounting for a large proportion of
the zooplankton biomass. In adaptation to the extreme polar en-
vironment, it has evolved capability of pre-bloom spawning
fueled by lipid accumulation, diapausing at earlier copepodite
stages and utilizing ice-algae as a food source (Smith and Schnack-
Schiel, 1990; Hirche, 1997; Ji et al., 2012). However, based on
evidences from population structure, grazing capacity and simu-
lated development duration, populations of C. hyperboreus may
still be not self-sustaining in the central Arctic Basin, but must be
replenished by advection of individuals produced in the shallow
and coastal regions (Rudyakov, 1983; Olli et al., 2007; Ji et al.,
2012). High abundance of early copepodites (CI–CIV) had been
frequently reported in shelf regions in the Atlantic sector, but it is
uncertain whether shallow areas of the western Arctic Ocean can
serve as possible origins, as C. hyperboreus was absent from some
shelf waters such as the Chukchi Sea (Hopcroft et al., 2010).

Comparing to the central Arctic Basin, higher water temperat-
ure and longer growth season in shallow shelf regions lead to
shorter life cycle and thus higher recruitment rate. Over its geo-
graphical distribution, C. hyperboreus developed flexible life his-
tory durations ranging from 1 to >4 years. In the first year, the

new cohorts develop to copepodite Stage III (CIII) and accumu-
late energy for overwintering in deep layers (Conover, 1988). For
the following years, they can overwinter further in Stages CIV, CV
or CVI, depending on various development rates (Hirche, 1997).
Annual life cycle was proposed only in warmer regions of the
North Atlantic, such as the Gulf of Maine and Norwegian Sea
(Conover, 1988). An at least 4-year life cycle was observed in the
central Arctic Basin and other high latitude areas. Meanwhile, in
the Greenland Sea shorter life cycle was observed in warm West-
spitsbergen Current waters comparing to cold Greenland Sea
Gyre waters (Hirche, 1997). Until now, there is no report on
shortened life cycle duration of C. hyperboreus in the western
part of the Arctic Ocean, as southern distribution into subarctic
or shelf waters is not observed in this sector.

Furthermore, distribution and recruitment rates of C. hyper-
boreus can be influenced by food supply. Longer lifespan and
higher egg production were observed in fed females than those
starved in both laboratory incubations and natural environ-
ments (Conover, 1967; Hirche, 2013). In the North Water polynya
and Barrow Strait area, recruitment success of early copepodites
(CI–CIV) increased primarily with Chl a concentration for C. hy-
perboreus, and the availability of Chl a rather than temperature
was suggested the factor triggering Calanus  recruitment  
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(Ringuette et al., 2002). On shelf-basin transects, elevated bio-
mass of C. hyperboreus was observed in margin parts off the
Laptev Sea with the recurrent polynya as a feeding hot spot for fil-
ter feeders (Kosobokova and Hirche, 2009).

In the western Arctic Ocean with significant geographical
variation in primary production rate, elevated standing stocks of
zooplankton had been recorded in the Chukchi Shelf areas re-
ceiving more nutrient-rich Pacific and fluvial waters (Grebmeier
et al., 1995). Although the perennial northward current and shal-
low water depth prevent the arrival of C. hyperboreus into the
Chukchi Sea, it can still reach the slope areas with high primary
production. Thereafter, accelerated development elevated re-
cruitment is expected. Moreover, this area has shown the largest
changes in sea-ice coverage (Parkinson and Cavalieri, 2008) and
massive under-ice phytoplankton bloom (Arrigo et al., 2012).
Studies on the response of the predominant large calanoid cope-
pods can favor the prediction of climate-induced effects on sec-
ondary production.

The objectives of our study include: (1) if the productive shelf
region in the western Arctic Ocean can serve as a resource for ad-
vection to central basin; (2) how development of C. hyperboreus
benefits from slope environments. Based on 43 zooplankton
samples collected in pelagic layers from 37 stations in the Canada
Basin, Chukchi Plateau, Chukchi Abyssal Plain and Chukchi Sea,
distribution pattern of C. hyperboreus was defined. Its develop-
ment regime was investigated with population structure and size
frequency distribution of prosome length of CIII-adult. Their cor-
relation with environment condition was statistically analyzed.
Potential impact of global warming is also discussed, based on
environmental preferences of this species.

2  Materials and methods

2.1  Field observations
The 2nd Chinese Arctic Research Expedition was carried out

from 29 July to 7 September 2003 over a large area including the
Chukchi Sea, Chukchi Abyssal Plain, Chukchi Plateau and
Canada Basin (Fig. 1). Multi-disciplinary observation was carried
out at 37 stations, with six of them (R06–14, P11) investigated
twice (Table 1).

At each station, ice coverage was estimated by direct visual
observation. Temperature and salinity were measured with a
Mark III CTD. Water samples for Chl a concentration were colle-
cted with Niskin bottles at depths of 1, 10, 20, 30, 50, 75, 100, 150
and 200 m. A total of 250 mL of natural seawater was taken from
each sample and filtered through Whatman GF/F filter. Each fil-
ter was extracted with 90% acetone for 24 h at 0°C and fluores-
cence was measured with a Model 10 Turner Designs fluorometer.

Quantitative zooplankton sampling was conducted at all sta-
tions with a conical net (mouth area 0.5 m2; mesh size 330 μm).
The net was hauled vertically from within 3 m of the bottom to
the surface at 0.5 m/s at stations shallower than 200 m and from
200 m to surface at deep stations. Samples were preserved in buf-
fered 5% formalin seawater.

2.2  Sample counting and prosome length measurement
In the laboratory, copepodite stage compositions were de-

termined with the aid of a dissecting microscope according to
morphological characters for Calanus species (Marshall and Orr,
1955; Li and Fang, 1990) and body size for C. hyperboreus
(Hirche, 1997; Melle and Skjoldal, 1998). Integrate abundance of
C. hyperboreus in the uppermost 200 m were here presented as
individuals per m2 (ind./m2) taking into account the different
sampling depth (Plourde et al., 2003; Ota et al., 2008; Thor et al.,
2008; Broms et al., 2009). Prosome length, from the anterior end
of the cephalosome to the posterior lateral edge of fifth meta-
some segments, was measured using a graticule in the micro-
scope eyepiece. Prosome lengths measurement was carried out
only for later stages with fully developed prosome somites and
making up the vast majority of overwintering population. The
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Fig. 1.   Location of the study area and zooplankton sampling stations in the 2nd Chinese Arctic Research Expedition during 29 July to
7 September 2003 in the western Arctic Ocean. Black dots represent stations where Calanus hyperboreus was observed. Geographical
locations are abbreviated as follows: BC, Barrow Canyon; CAP, Chukchi Abyssal Plain; CP, Chukchi Plateau; NWR, Northwind Ridge.
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original sample was divided with plankton sample splitter, and at
least 10% of that was counted for population structure and
abundance. For prosome length measurements, no more than
150 individuals from each stage were measured at each station.

2.3  Data analysis
In the present study, hydrological conditions and Chl a con-

centrations were shown in detail only at those stations with C. hy-
perboreus present. In order to check the possible overlap of co-
horts with different geographical and temporal origins, normal-
ity of size frequency distribution was checked with one-sample
Kolmogorov-Smirnov Test on all measured stages from each sta-
tion and the entire investigation, respectively. Significance of in-
fluence from food availability and temperature was analyzed with
Spearman rank correlation on abundance and proportion of
each stage, as well as average prosome length of CIII-adult. As
diel vertical migration was unknown, food availability was ana-
lyzed in terms of column averaged and maximum Chl a concen-
tration, respectively. Their correlation with temperature was
tested as both column average and surface value. All the statist-
ics were run with software SPSS 16.0.

The relationships between abundances of each development
stage and environmental variables were examined with Canonic-
al Correspondence Analysis (CCA) on software CANOCO 4.5.
After test of the length of gradients with Detrended Correspond-
ence Analysis, CCA was performed on log transformed data. The
significance of environmental variables to explain the variance of
abundances in CCA was tested using forward selection of Monte
Carlo simulations.

3  Results

3.1  Environmental conditions
This investigation covered a large area varying from ice-free

shallow neritic to fast ice-cover deep basin areas. Calanus hyper-
boreus was presented at all stations deeper than 200 m, but was
absent from all shallow stations except Stas R16 and S11 close to
the basin (Fig. 1). Ice coverage at stations with C. hyperboreus oc-
currence varied from 10% to 95%. The highest ice coverage was
observed at 80°N stations, where sampling was conducted in nar-
row polynias surrounded by thick sea ice. Ice coverage was low-
est in the slope area near Barrow, Alaska. Sea ice retreat was ob-
served at duplicated stations. At Sta. P11, ice coverage decreased
from 65% on 9 August to 20% on 7 September (Table 1).

Temperature-salinity characteristics identified various hydro-
graphic regimes among stations where C. hyperboreus was ob-
served. Warm high-salinity water (S>34, T>–1.0°C) was observed
in 150–200 m layer at stations in the north Canada Basin and
Chukchi Plateau, as well as Stas P11 and R16 in the slope area
between the Chukchi Sea and Chukchi Abyssal Plain (CS-slope),
but absent at stations in the south Canada Basin and slope areas
(Fig. 2). Salinity higher than 34.5 was observed only at 200 m
depth at Sta. P11, where temperature was also as high as 0.25°C.
At the adjacent Sta. R16, temperature and salinity were –0.53°C
and 34.3 respectively. At all stations, surface temperature varied
between –1.56 (M03) and –0.56°C (S16), and surface salinity var-
ied between 27.56 (B13) and 29.86 (B80 and P80). High sub-sur-
face temperature (>0°C) was detected only at Stas S25 and P27 in
the south Canada Basin. Halocline was commonly observed at all
stations in 30–60 m layers.

Chl a concentration was high and more variable above 100 m
depth, and lower than 0.10 μg/L at all stations under 100 m depth
(Fig. 2). At the northernmost Stas P80 and B80 with highest ice
coverage, Chl a concentration was highest (0.21 and 0.23 μg/L) in
surface layer, whereas sub-surface maximum was observed at the
other stations. Extremely high concentrations of 8.60 and 39.10
μg/L were observed at 20 m and 30 m depth at Stas R16 and S11,
respectively. Except these two stations, the maximum Chl a con-

Table 1.   Water depth (m), date and ice coverage (%) of all zooplankton stations in the 2nd Chinese Arctic Research Expedition during
29 July to 7 September 2003 in the western Arctic Ocean

Station Depth/m Date Ice/% Station Depth/m Date Ice/%

R01 49 29 Jul.   0 R16    180 9 Aug. 50

R03 57 29 Jul.   0 P11    260 9 Aug. 60

R06 51 30 Jul.   0 P17 2 500 11 Aug. 20

R08 35 30 Jul.   0 B11 3 000 11 Aug. 20

R10 48 30 Jul.   0 B13 3 000 14 Aug. 50

R12 76 31 Jul.   5 S25 3 000 14 Aug. 20

R14 115 1 Aug. 80 S11      52 17 Aug. 20

C11 48 3 Aug. 50 S13 1 330 17 Aug. 10

C13 43 3 Aug. 10 S16 3 000 17 Aug. 5

C16 42 3 Aug. 80 P27 3 050 18 Aug. 50

S21 70 5 Aug. 20 B80 3 800 24 Aug. 95

C25 41 6 Aug.   0 P80 3 800 25 Aug. 95

C23 44 6 Aug.   0 B79 3 800 26 Aug. 20

C21 46 6 Aug.   0 B78 3 800 29 Aug. 95

C35 32 7 Aug.   0 P25 1 805 4 Sep. 80

C32 50 7 Aug.   0 P23 2 200 5 Sep. 70

R05 51 7 Aug.   0 P21    530 6 Sep. 70

R06-2 51 8 Aug.   0 M01 1 546 6 Sep. 50

R08-2 37 8 Aug.   0 M02 2 400 6 Sep. 60

R10-2 51 8 Aug.   0 M03 2 400 7 Sep. 80

R12-2 75 8 Aug.   0 P11-2    250 7 Sep. 20

R14-2 118 9 Aug. 50

          Note: Repeat samplings at same stations was marked by the suffix “-2”.
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centration through the water column was highest at Sta. P11,
where concentrations of 1.16 and 1.28 μg/L were recorded at 30
m depth during the duplicated observations.

3.2  Abundance and population structure
In our study, C. hyperboreus was observed in 21 samples col-

lected from 20 stations located mainly in deep basin and adja-
cent slope areas (Fig. 1). Calanus hyperboreus is able to reach the
south edge of the Chukchi Abyssal Plain and Canada Basin re-
spectively, but its abundance in these two areas differed by 1–2
orders of magnitudes. At Sta. P11, total abundance of C. hyper-
boreus was 5 815.0 ind./m2 in August and 5 475.0 ind./m2 in
September, and abundance of 1 110.0 ind./m2 was observed at
the nearby Sta. R16 (Fig. 3). At the other stations, their abund-
ance was no higher than 950.0 ind./m2. The lowest abundance of
55.0 and 40.0 ind./m2 was observed at Stas P27 and P25, respect-
ively. At shallow Stas S11 and S13 near the Canada Basin, total
abundance was also lower than 100 ind./m2.

Based on the population structure, late stages including CV
and adult females were frequently recorded at deep high-latit-
ude stations (B11, B13, S13, S16, S25 and P25), but populations at
shallow slope stations overwhelmingly consisted of early stages
(CI–CIV). In samples from Stas R16, P11 and P11-2, CV and AF
(adult females) were extremely scarce, and the highest propor-
tion was observed in CIII and CI. Meanwhile, at shallow stations
in the Canada Basin, the population completely consisted of CII
and CIV at Sta. S11 and CV at Sta. S13. At stations deeper than
1 000 m, the proportion of CV and females ranged from 27.6% to
86.8% and averaged at 59.8%. In the southern Canada Basin, CV
and females accounted for proportions higher than 80% at cent-
ral stations (S25, S16, B11 and B13) and higher than 50% at sta-
tions near the Northwind Ridge (P17 and P27). Well-propor-

tioned population structure was observed at the four northern-
most stations (B78, B79, B80 and P80), whereas dramatic change
was recorded along the transect from the Northwind Ridge to the
Chukchi Abyssal Plain. Population at Sta. P25 was comprised of
completely CV and adult females, but CIII accounted for the
highest proportion at the other four stations (P23, P21, M01 and
M02). Population structure also differed between the repeated
observations at Sta. P11. The proportions of CI, CII, and CIV in-
creased from 6.0%, 12.5%, and 9.0% on 9 August to 34.9%, 24.0%,
and 28.8% on 7 September, whereas that of CIII decreased from
71.4% to 12.3%.

In early stages (CI–CIV), abundance and proportion in-
creased with Chl a concentration, showing significant positive
correlation between abundance of CIII–IV and proportion of CIV
and Chl a concentration (Table 2). Significant negative correla-
tion was observed in CV and AF. Both abundance and propor-
tion correlated more significantly with column maximum Chl a
concentration than with column average Chl a concentration.

3.3  Size distribution
Geographical variation in prosome length differed among the

four measured stages (Fig. 4). In Stage CIII, average prosome
length was highest at Sta. R16 (2.61 mm), followed by 2.53 mm at
Sta. P11 and 2.48 at Sta. P11-2. According to 95% confidential in-
terval in Fig. 4, prosome length at the above three stations was
significantly higher than that from any other stations. The differ-
ence of average prosome length between the maximum and min-
imum station was largest in CIII (1.21 mm), followed by 1.10 mm
in CV. The ratios in CIV and adult female were 1.06 and 1.04 mm,
respectively. Comparatively high prosome length was observed
at same stations also in CIV and CV with less significant differ-
ence. Female prosome length was highest at Sta. M02. Signific-
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Fig. 2.   Isolines of water temperature (°C, a), salinity (b) and Chl a concentration (μg/L, c) in the upper 200 m at stations in the western
Arctic Ocean with Calanus hyperboreus observed. Extremely high Chl a concentration was shown as the exact value and not included
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from Northwind Ridge to Chukchi Abyssal Plain. Water depth shallower than 200 m was shown by shadow triangles.
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ant correlation between average prosome length at each station
and Chl a concentration was detected only in CIII and CV (Table 2),
in which average prosome length increased with maximum Chl a
concentration.

According to one-sample Kolmogorov-Smirnov Test, normal-
ity was accepted for each developmental stage from all stations
(P>0.05; Table 3), except CIV at Sta. P11-2 (P<0.05). However,
normality was rejected for all the measured developmental
stages as a whole, and asynchronous recruitment in various re-
gions was accepted. The frequency distribution was positively
skewed for CIII and negatively skewed for the other stages, indic-
ating that asynchrony in newborns may be resulted from acceler-
ated growth in some individuals and that in overwintered stages
was induced by retarded development. The absolute values of
skewness increased from CIV to AF, showing that individuals
shorter than mode size increased in number with age.

3.4  Canonical correspondence analysis
The two first axes in CCA, with eigenvalues of 0.085 and 0.018,

explained a total of 20.1% of cumulative variance in abundance

data, and 98.2% of the correlations between environmental vari-
ables and abundance. After forward selection, four variables (in
descending order, average Chl a concentration, surface temper-
ature, ice coverage and surface salinity) played significant role
(P<0.05) on the geographical distribution of each development
stage. Based on the intersect correlations, Chl a and salinity were
largely related to the first axis, while temperature and ice cover-
age were respectively positively and negatively related to the
second axis.

With regard to the ordination (Fig. 5), environmental condi-
tions were less variable at deep basal stations comparing to shelf
stations. Most of the basal stations located near the ice coverage
arrow, whereas scattered distribution was observed on the CS-
slope stations. Abundance of each development stage was associ-
ated mainly with Chl a concentration, with CI and CII at higher
but CV and female at lower value.
 

4  Discussion
Although C. hyperboreus is absent from shelf waters of the

Table 2.   Spearman’s rank correlation coefficient (rs) between column average (Ave.) and maximum (Max.) Chl a concentrations and
abundance, proportion, and average prosome length of each development stage of Calanus hyperboreus from various samples (N) in
the western Arctic Ocean during 29 July to 7 September

Stage

Abundance Proportion Prosome length

Ave. Max. Ave. Max. Ave. Max.

rs N rs N rs N rs N rs N rs N

CI 0.220 21 0.306 21 0.157 21 0.211 21 – – – –

CII 0.171 21 0.179 21 0.193 21 0.155 21 – – – –

CIII 0.463* 21 0.497* 21 0.384 21 0.390 21 0.441 18 0.534* 18

CIV 0.391 21 0.485* 21 0.414 21 0.519* 21 0.067 18 0.260 18

CV –0.532* 21 –0.557** 21 –0.522* 21 –0.546* 21 0.414 19 0.520* 19

AF -0.427 21 –0.441* 21 –0.537* 21 –0.442* 21 –0.051 19 –0.121 19

          Note: ** Significant at the 0.01 level (2-tailed); * significant at the 0.05 level (2-tailed).
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Fig. 3.   Total abundance and proportion of each development stages of Calanus hyperboreus (AF, adult female) in the western Arctic
Ocean, with geographical regions shown in same abbreviations with Fig. 2.
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Chukchi Sea, we find that the slope area between the Chukchi
Sea and Chukchi Abyssal Plain (CS-slope) was a hotspot for pop-
ulation development. As outlined in the introduction, shorter life
cycle and high recruitment rate were expected in shelf waters
with high food availability. Here we first assess variation in life
cycle through geographical distribution, population structure
and body size, and subsequently consider the possibility of slope-
basin advection.

4.1  Accelerated development in slope area
The most important finding in our study is that CIV can be

achieved in one growing season in the productive CS-slope area.
In the multi-year life cycle of C. hyperboreus, it was commonly
accepted that CIII is attained in the first year and descended to

the deep layer as the main overwintering stage (Hirche, 1997).
Most of the overwintered CIIIs molted to CIV from May to July in
the next year (Dawson, 1978; Hirche, 1997). At the SHEBA sta-
tion, which drifted from the Canada Basin over the Northwind
Ridge and Chukchi Plateau and back over the basin, average pro-
some length of CIII was highest in May, the claimed molting sea-
son for overwintered individuals (Ashjian et al., 2003), but it was
still lower than that in CS-slope area in our study. In our study, an
overwhelming majority of CIIIs in CS-slope area were larger than
the median of its size range in previous reports (Table 4). Mean-
while, at the other stations, prosome length of most CIIIs were
shorter than the median of reported size range, and on average
shorter than the station specific minimum at SHEBA station. We
suggest that, only in CS-slope area, CIII can reach molting size in
August of the first growing season.

According to temporal variation at the same sampling site
from August (Sta. P11) to September (P11-2), molting from CIII to
CIV was suggested during this period, as both abundance and
proportion decreased in CIII but increased in CIV. Simultan-
eously, prosome length of CIII decreased on average, the same as
the SHEBA station results. Normality was not significant for size
frequency distribution of CIV at Sta. P11-2, indicating overlap of
different cohorts. In the Resolute Passage (Conover, 1988) and
Barrow Strait (Conover and Siferd, 1993), CIV had been recorded
as the dominant overwintering stage, although its achievement in
one growing season was still doubted. However, its further devel-
opment to CV was suggested occurring separately in early spring
and summer (Conover and Siferd, 1993), showing that the over-
wintered CIVs contained cohorts with different temporal origin.
Thus, at least a part of the newborns of C. hyperboreus can devel-
op to CIV before winter in the shelf waters of the western Arctic
Ocean.

In previous studies carried out in semi-closed coastal regions,
no marked temporal pattern was observed in prosome length of
C. hyperboreus in Stages CIII–CV during the bloom period, and its
somatic growth was detected mainly as an increase in dry weight
or carbon content (Plourde et al., 2003; Swalethorp et al., 2011).
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Fig. 4.     Geographical variation in prosome length of C. hyper-
boreus in late Stages CIII, CIV, CV and adult female (AF), shown
by average, range and 95% confidential intervals at each station.
Geographical regions were shown in same abbreviations with
Fig. 2.

S16

S25

P17
P11-2

S11

S13

CIV
CII

CIII

B11

P27

B13 P11

P25

P23 P80
M03

P21
M02

M01

B79

B80

B78

CI

CV

AF

R16

Chl a

S

T

ice

1.0

-1.0

-1.0 1.0

 

Fig. 5.   Ordination diagram of canonical correspondence analys-
is showing abundance of each development stage (triangle) and
selected environmental variables (arrows) at sampling stations
(circle). Chl a represents average Chl a concentration, S surface
salinity, T surface water temperature, and Ice ice coverage.
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However, according to our results, the prosome length achieved
in various regions might increase with local food availability. Sig-
nificant correlation between prosome length and Chl a concen-
tration was observed in both CIII (the new-born generation) and
CV (the overwintered population). Additionally, prosome length
of CIV increased significantly from August to September at the
same Sta. P11. Thus, its somatic growth pattern may change with
various environmental conditions. In the Barrow Strait, less lipid
storage was recorded in CIII and CIV, but they can still success-
fully overwinter along with the lipid-rich CV stages (Conover and
Siferd, 1993).

The recorded abundance of early stages (CI–CIV) in CS-slope
area was as high as that observed in other shallow Arctic areas
(Hirche et al., 1994; Hirche, 1997; Swalethorp et al., 2011). Cross
shelf abundance gradients of C. hyperboreus have been observed
along the margins of the deep Nansen, Amundsen and Makarov
Basins, and an elevated biomass was observed in the margin off
the Laptev Sea (Kosobokova and Hirche, 2009). It was indicated
that, though C. hyperboreus is absent from shallow shelf areas of
the western Arctic Ocean, the CS-slope area can serve as a hot-

spot of population recruitment, through acceleration in both de-
velopment and recruitment rates.

4.2  Food-dependent development
Food limitation to C. hyperboreus was commonly observed in

natural environments. Estimated in situ grazing rates for the large
copepod species were less than 10% of their maximum rates in a
melt water influenced Greenlandic fjord (Tang et al., 2011) and in
situ rates for C. hyperboreus and C. glacialis in the central Arctic
Ocean were only about 3% and 20% of the expected food-satur-
ated ingestion rates (Olli et al., 2007). However, C. hyperboreus
has great potentiality to take advantage of the elevated food sup-
ply, as non-selective and non-saturated feeding was observed. It
removed all types of phytoplankton in direct proportion to their
abundance at Chl a concentrations ranging from 0.53 to 12.1
mg/m3 (Huntley, 1981). Thus, recruitment success in early cope-
podites (CI–CIV) of C. hyperboreus increased primarily with food
availability once the recruitment had started (Ringuette et al.,
2002).

In the western Arctic Ocean, alleviated primary production

Table 3.   Normality test on frequency distribution of Calanus hyperboreus prosome length, calculated with one-sample Kolmogorov-
Smirnov Test

Station
CIII CIV CV AF

N A.S. N A.S. N A.S. N A.S.

R16 92 0.11 60 0.73 11 0.97 9 0.89
P11 129 0.17 124 0.42 20 0.36 6 1
P17 36 0.43 50 0.92 122 0.73 219 0.09
B11 8 0.72 42 0.64 106 0.56 80 0.32
B13 5 0.92 45 0.61 77 0.85 180 0.23
S25 13 0.84 15 0.98 51 0.96 41 0.79
S13 12 0.95 6 0.99 11 1 10 0.67
S16 6 0.83 26 0.89 77 0.49 66 0.7
P27 28 0.93 44 0.35 13 0.92 14 0.45
B80 40 0.56 122 0.44 92 0.69 164 0.08
P80 55 0.82 53 0.59 61 0.77 68 0.96
P79 26 0.89 124 0.35 82 0.76 149 0.13
P78 33 0.77 87 0.12 102 0.57 126 0.14
P25 7 0.91 14 1 58 0.64 102 0.96
P23 140 0.09 43 0.82 89 0.57 109 0.23
P21 106 0.31 33 0.62 119 0.59 50 0.59
M01 – – – – 53 0.79 45 0.35
M02 106 0.10 21 0.89 73 0.94 56 0.81
M03 129 0.06 74 0.93 140 0.07 113 0.43

P11-2 59 0.23 149 0.04 7 1 10 0.99
Total 1 018 0 1 126 0.01 1 126 0 1 607 0

          Note: N represents number of measured individuals from each developmental stages, and normal distribution was identified by A.S.
(asymptotic significance) greater than 0.05 (boldface).

Table 4.   Comparison of individual and station average prosome length (PL) of Calanus hyperboreus from previous reports and our
study in the western Arctic Ocean during 29 July to 7 September 2003

Location Data type Time
Range of PL/mm

CIII CIV CV AF

LSLE individual main and post
bloom period

no data 3.0–3.8 4.0–5.2 5.0–6.5

GSG & WSC individual Feb.–Dec. 2.0–3.0 2.9–4.1 4.2–5.8 5.9–7.4

WAO average Feb.–Oct. 2.42–2.60 3.49–3.71 5.02–5.09 6.62–6.90

Our study individual Jul.–Sep. 2.00–2.75 2.80–3.95 4.00–5.60 5.90–7.50

average 2.16–2.61 3.37–3.58 4.85–5.35 6.63–6.93

          Note: LSLE represents the lower St. Lawrence Estuary (Plourde et al., 2003), GSG & WSC the central Greenland Sea Gyre and the West
Spitsbergen Current (Hirche, 1997), and WAO the western Arctic Ocean (Ashjian et al., 2003).
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was induced mainly by intrusion of nutrient-rich pacific water
(Nishino et al., 2008). However, in agreement with previous re-
port (Hopcroft et al., 2010), C. hyperboreus cannot arrive the pro-
ductive shelf waters of the Chukchi Sea. High food availability is
also expected in the CS-slope area, as mesoscale eddies can bring
episodic pulses of nutrients into the euphotic zone. During an in-
vestigation on a warm-core eddy in the southwestern Canada
Basin, 30% higher biomass of pico-phytoplankton was sustained
than in the surrounding water (Nishino et al., 2011). In another
study, elevated concentrations of most zooplankton taxa were
observed in eddies (Llinás et al., 2009). Though Chl a concentra-
tion at Sta. P11 was low on average, subsurface maximum was
observed in both August and September, indicating high food
availability.

Besides higher Chl a concentration in the CS-slope area,
earlier onset of spring bloom may also contribute to the flexible
life cycle. Under-ice phytoplankton blooms were observed widely
in polar regions, including the Canadian Beaufort Sea and north
part of Chukchi Sea (Mundy et al., 2009; Arrigo et al., 2012).
Spawning of C. hyperboreus is fueled by lipid storage; the spring
ascent was prior to or in association with the break-up of sea ice
and the development of the spring phytoplankton bloom (Mad-
sen et al., 2001). In the eastern sector of the North Water, the re-
cruitment of the first cohort of copepodites of C. hyperboreus co-
incided with the onset of the bloom and occurred before any sig-
nificant increase in temperature (Ringuette et al., 2002).

As our investigation was carried out in summer, positive cor-
relation between abundance and Chl a concentration and accel-
erated development were observed mainly in CIII. Reproduction
of C. hyperboreus starts before May, and most of the new genera-
tion has developed to CIII in August, so that correlation between
abundance and Chl a concentration was not significant in CI and
CII. Besides simultaneous food availability, body size and abund-
ance of late stages (CIV-adult) can be influenced by conditions in
the past growing seasons and physical advection. Well-de-
veloped individuals can be transported from productive shelf wa-
ters to barren basin areas, but we still cannot explain the signific-
ant negative correlation in CV.

4.3  Possibility of slope-basin advection
The mismatch between distribution centers of early (CI–IV)

and late (CV–adult) stages demonstrates the importance of ad-
vection processes to population recruitment of C. hyperboreus.
Prevalence of late stages (CV–adult) had been observed in the
central Arctic Basin, the Norwegian Sea and the Chukchi Plateau
(Rudyakov, 1983; Ashjian et al., 2003; Broms et al., 2009). Accord-
ingly, different hypotheses of cross shelf-basin replenishment
and insufficient sampling of individuals beneath the ice were put
forward as explanations. As our investigation was carried out in
August and September and significant ice melting was observed
at most stations, underestimation of nauplii and early copepod-
ites was unlikely. According to the reported reproduction season,
C. hyperboreus spawns from January to May in the central Arctic
Ocean (Brodskii and Nikitin, 1955; Johnson, 1963), and CII was
commonly observed in the basin area after July (Ashjian et al.,
2003). It was also suggested by numerical simulation that some of
the new cohort cannot develop to CIII in one growing season (Ji
et al., 2012). Considering the shorter prosome length, the early
stages observed in the high latitude area in our study might be re-
cruited locally, but the abundance of CIII was much lower than
that of CIV–AF. On the other hand, net emigration was indicated
by high abundance of early stages and scarcity of late ones in the
CS-slope area. Thereafter, it is more likely that the C. hyper-

boreus population in the high latitude area is at least partially re-
plenished by advection, and the CS-slope area may be an import-
ant potential source.

As early generations can be advected into deep water by the
offshore current, backward supplement may also play an import-
ant role in the slope-basin interaction, as the CS-slope area tends
to be an unfavorable overwintering site for C. hyperboreus. In
previous reports, copepodite stages later than CIII were ob-
served only at deeper than 300 m in winter, whereas both early
and late stages entered upper layers in summer (Hirche, 1997;
Ashjian et al., 2003). The two CS-slope stations with high early
stage abundance observed in our study are shallower than 300 m.
In our results, adult female were extremely scarce at Stas R16 and
P11, and their prosome length showed no significant difference
with basin stations.

According to previous reports on current regimes, advection
between the central Arctic basin and CS-slope area is possible on
both back and forth directions. Currents in deep areas in the
western Arctic Ocean, such as the Barents Sea Branches of the
Arctic Circumpolar Boundary Current flowing continuously
along the Siberian Shelf, can reach as far as the Chukchi Plateau
(Aksenov et al., 2011). Meanwhile, C. hyperboreus can be trans-
ported from overwintering depths in the deep basin to the Chuk-
chi Shelf by upwelling (Lane et al., 2008; Llinás et al., 2009). Elev-
ated abundances of Arctic-origin copepods, including C. hyper-
boreus, were recorded in a cold-core eddy in slope area between
the Beaufort Sea and Chukchi Sea in summer (Llinás et al., 2009),
even though most such eddies probably originated from the
edges of the Chukchi and Beaufort shelves and contained water
of Pacific origin (Muench et al., 2000). In our study, deep water
with higher temperature and salinity reached shallower depth in
the northern Chukchi Sea, indicating upwelling of deep waters.
On the other hand, its absence in slope area between the
Beaufort Sea and Chukchi Sea may be a reason for scarcity of C.
hyperboreus. Shelfbreak eddies in the western Arctic Ocean last
from weeks to more than a year before moving from the Chukchi
Shelf into the interior Canada Basin (Manley and Hunkins, 1985),
which can act as a possible pathway carrying C. hyperboreus from
CS-slope into central basin.

Although this is the first time that early stages (CI–CIV) of C.
hyperboreus was recorded in high abundance in the CS-slope
area, its prosperity is always expected whenever overwintered co-
hort was transported into productive regions influenced by the
Pacific waters. In previous studies, both intrusion of C. hyper-
boreus and elevated primary production had been recorded sep-
arately in slope regions in the western Arctic Ocean (Llinás et al.,
2009; Nishino et al., 2011). Along the margins of the deep
Nansen, Amundsen and Makarov Basins, the Arctic Ocean
Boundary Current can transport the Atlantic pelagic copepod
population into the Siberian shelf waters, where its abundance
was further elevated by higher food availability (Kosobokova and
Hirche, 2009). Furthermore, based on food-dependent develop-
ment, accelerated population recruitment was expected in any
other regions with elevated primary production or reduced ice
coverage, supporting an increase in biomass of C. hyperboreus
even in the Canada Basin with low phytoplankton biomass
through advection (Hunt et al., 2014).
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Abstract

Picoplankton  distribution  around  the  Zhangzi  Island  (northern  Yellow  Sea)  was  investigated  by  monthly
observation from July 2009 to June 2010. Three picoplankton populations were discriminated by flow cytometry,
namely Synechococcus, picoeukaryotes and heterotrophic prokaryotes. In summer (from July to September), the
edge of the northern Yellow Sea Cold Water Mass (NYSCWM) resulting from water column stratification was
observed.  In  the  NYSCWM,  picoplankton  (including  Synechococcus,  picoeukaryotes  and  heterotrophic
prokaryotes) distributed synchronically with extremely high abundance in the thermocline (20 m) in July and
August  (especially  in  August),  whereas  in  the  bottom  zone  of  the  NYSCWM  (below  30  m),  picoplankton
abundance was quite low. Synechococcus, picoeukaryotes and heterotrophic prokaryotes showed similar response
to the NYSCWM, indicating they had similar regulating mechanism under the influence of NYSCWM. Whereas in
the non-NYSCWM, Synechococcus, picoeukaryotes and heterotrophic prokaryotes exhibited different distribution
patterns, suggesting they had different controlling mechanisms. Statistical analysis indicated that temperature,
nutrients (NO3

– and PO4
3–) and ciliate were important factors in regulating picoplankton distribution. The results

in this study suggested that the physical event NYSCWM, had strong influence on picoplankton distribution
around the Zhangzi Island in the northern Yellow Sea.
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1  Introduction
Since the discovery of cyanobacteria Synechococcus (Johnson

and Sieburth, 1979; Waterbury et al., 1979) in the late 1970s, a
number of studies have widely documented the ecological im-
portance of picoplankton ( ≤2 μm, including Synechococcus,
Prochlorococcus, picoeukaryotes and heterotrophic prokaryotes)
in various marine environments, from the eutrophic estuaries to
the oligotrophic oceans (Platt et al., 1983; Agawin et al., 2003; Pan
et al., 2007; Lin et al., 2010). In the coastal waters, picoplankton is
generally subjected to higher pressure on environmental variab-
ility (i.e., water-mass and tidal front influences) than open
oceans (Calvo-Díaz and Morán, 2006; Mitbavkar et al., 2009). For
instance in the Uchiumi Bay (Japan), abundance and composi-
tion of picophytoplankton was strongly influenced by the physic-

al events of “Kyucho” (warm surface water) and bottom intru-
sion (Katano et al., 2005). In the South Australian continental
shelf waters, picophytoplankton distribution was affected by loc-
al physical event (downwelling and dense water outflowing) (Van
Dongen-Vogels et al., 2011).

The Yellow Sea is a semi-enclosed marginal sea in the Pacific,
which connects to the East China Sea in the southern part and
Bohai Sea in the northern part. It is quite shallow with an aver-
age depth of about 44 m. One of the most striking hydrological
phenomenon is the existence of the Yellow Sea Cold Water Mass
(YSCWM) during summer period. The YSCWM forms locally dur-
ing the previous winter owing to the surface cooling and strong
vertical mixing. In summer, the surface water temperature in-
creased, a cold water mass is retained in the bottom zone and  
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forms the YSCWM. It is characterized with low temperature
showing a remarkable variation (5–12°C) and a rather constant
salinity (31.5–32.5) (He et al., 1959; Su and Huang, 1995). The
YSCWM can be recognized as northern and southern parts, with
dissimilar characteristics. The northern YSCWM (NYSCWM) loc-
ates at the bottom layer within a small area of 37°–38.9°N and
121.3°–124°E, with low temperature (T<8°C) and salinity (S<32.5)
in the core. The southern YSCWM (SYSCWM) locates within a
larger area of 34°–37°N and 121°–126°E, with relatively higher
temperature (T<9°C) and salinity (S>32.5) and more intensive
thermocline in the core (Zhang et al., 2008; Bao et al., 2009; Yao
et al., 2012; Xin et al., 2015).

The YSCWM has an important effect on marine ecosystems
(Hur et al., 1999; Kang and Kim, 2008). The impact of the SY-
SCWM on picoplankton distribution has been reported by Li et
al. (2006) and Zhao et al. (2011), showing low picoplankton
abundance inside the SYSCWM. With dissimilar characteristics
from SYSCWM, NYSCWM could have a different impact on pico-
plankton distribution. There has been only few reports about pi-
coplankton variation in the northern Yellow Sea, mentioning that
picoplankton abundance deceased sharply in the NYSCWM in
summer (Bai et al., 2012). However, it is still unclear how the NY-
SCWM influenced picoplankton dynamics by changing stratifica-
tion and nutrient supply. In this manuscript, we investigated the
spatial and temporal dynamics of picoplankton around the
Zhangzi Island in the northern Yellow Sea from July 2009 to June
2010. It is by far the first report tracking picoplankton variation
during the formation to vanishment process of NYSCWM. Our
objectives include: (1) clarifying the effect of NYSCWM on pico-
plankton distribution during summer period; (2) illustrating how
NYSCWM influenced picoplankton dynamics around the Zhang-
zi Island in the northern Yellow Sea.

2  Materials and methods

2.1  Study area and sampling strategy
Thirteen stations around the Zhangzi Island in the northern

Yellow Sea were investigated monthly from July 2009 to June
2010, except January and May 2010 (Fig. 1). According to previ-
ous studies (Zhang et al., 2008; Bao et al., 2009), Transect 6 (i.e.,

Sta. A6-B6-C6) was set as the NYSCWM influenced area. At each
station, seawater was collected with a rosette multi-sampler
equipped with 5 L Niskin bottles. The maximum depth was 55 m
and the water samples were collected every 10 m from the sur-
face to 2 m above the bottom, defining vertical profiles by up to
five points.

2.2  Physical, chemical and biological measurements
Water temperature and salinity were determined with an

AAQ 1183-1F CTD (conductivity, temperature, depth; Alec Elec-
tronics Co., Japan). Seawater subsamples (500 mL) for nutrient
concentration analysis were filtered through Whatman GF/F fil-
ters and kept at -20°C until analysis in the laboratory. The con-
centrations of NO3

– and PO4
3– were determined using a QuAAtro-

SFA Analyzer (Bran-Lubbe Co., Germany). The precision estim-
ated with repeated measurements of selected samples was smal-
ler than 3% in this study (Yin et al., 2013).

For chlorophyll a (Chl a) concentration analysis, another 500
mL subsamples were filtered on-board onto Whatman GF/F fil-
ters and kept at –20°C until analysis in the laboratory. Chl a was
extracted with 90% acetone at –20°C in darkness for 24 h. The Chl
a concentrations were determined using a Turner Designs Mod-
el 7200 fluorometer that was calibrated with pure Chl a from
Sigma.

Subsamples (1 L) for ciliate enumeration were fixed with 1%
acid Lugol’s iodine solution and stored in a cool and dark place
until analysis. Each sample was settled for at least 24 h. The su-
pernatant was siphoned out and 150 mL sample was left. The
concentrated sample (20–25 mL) was settled in an Utermöhl
counting chamber for 24 h and enumerated using an inverted
microscope (Olympus IX51) at 100× or 200× (Yu et al., 2013).

2.3  Picoplankton enumeration
Seawater subsamples (4 mL) for picoplankton enumeration

were fixed on-board with paraformaldehyde (final concentration
1%) immediately, kept at room temperature for 15 min, and then
freeze-trapped in liquid nitrogen until laboratory analysis within
two months after the cruise.

A FACSVantage SE (Becton Dickinson, USA) flow cytometer
equipped with a water-cooled Argon laser (488 nm, 1 W, Coher-
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Fig. 1.   Sampling stations around the Zhangzi Island in the northern Yellow Sea. The blue lines were the bottom temperature (°C)
isobaths showing the range of Yellow Sea Cold Water Mass in summer (Zhang et al., 2008; Bao et al., 2009).
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ent, USA) was used for picoplankton analysis at the single cell
level. Five optical signals were recorded: forward scatter (FSC, re-
lated to cell size), side scatter (SSC, related to cell structure and
shape), green fluorescence ((530±15) nm), orange fluorescence
((585±21) nm, related to phycoerythrin) and red fluorescence
((695±20) nm, related to Chl a).

Before analysis, seawater samples were thawed at room tem-
perature in dark (about 20 min). For each sample, 2 μm fluores-
cent beads (Polysciences) were used as internal standard for the
instrument set-up. When analyzing autotrophic picoplankton,
red fluorescence was set as the trigger to eliminate signals from
heterotrophic prokaryotes and inorganic particles. Two major
autotrophic picoplankton groups: Synechococcus (SYN) and pic-
oeukaryotes (PEUK) were resolved based on the signals of side
scatter, orange and red fluorescences. Prochlorococcus was not
detected in this study.

For the determination of heterotrophic prokaryote (HP)
abundance, seawater samples were diluted five folds with TE buf-
fer (Tris-EDTA, 100 mmol/L Tris-Cl, 10 mmol/L EDTA, pH=8.0,
Sigma), and then stained with the nucleic acid dye SYBR Green I
(molecular probes) (final dilution 10–4, v/v). Samples were
stained and kept in the dark at room temperature for 20 min,
then analyzed with flow cytometry for 30 s. Heterotrophic proka-
ryote cell-groups were resolved on the basis of their green fluor-
escence ((530±15) nm) and scatter properties.

Flow cytometric data were collected and analyzed with
CellQuest software (Version 3.3, Becton Dickinson). Since each 4
mL subsample for flow cytometry analysis was taken from 1 L of
homogeneous seawater of a Niskin bottle, the derived cell
abundance are representative of that initial volume.

2.4  Standard of thermocline
According to Zou et al. (2001), when water depth less than 200

m, the minimum standards for thermocline and halocline are
It=ΔT/ΔZ (strength of thermocline)=0.2°C/m and Is=ΔS/ΔZ
(strength of halocline)=0.1 m–1, respectively.

2.5  Data analysis
Seasonal variations of the data were drawn with the software

Origin (Version 8.5, OriginLab Corporation). The contour plot
graphs were generated using the software Surfer (Version 11,
Golden Software). Statistical analysis was conducted using SPSS
(Version 19, IBM SPSS Statistics). Spearman rank-order correla-
tion analysis was used to estimate potential relationships
between picoplankton abundance and environmental variables
(temperature, salinity, NO3

–, PO4
3–, Chl a concentration and cili-

ate abundance). Picoplankton and ciliate abundances used for
statistical analysis were log-transformed to satisfy a roughly nor-
mal distribution.

3  Results

3.1  Physicochemical conditions
In this study, we use the water temperature lower than 12°C

in summer as definition of the NYSCWM. The bottom distribu-
tion of temperature and salinity in our study revealed the exist-
ence of NYSCWM in July, August and September, with temperat-
ure lower than 12°C (Fig. 2). The NYSCWM was most prosperous
in July, covering 2/3 of the survey area, then diminished in Au-
gust and September. In October, bottom temperature was higher
than 12°C, indicating the vanishing of NYSCWM. Since Transect 6
was mostly covered by the NYSCWM in summer, it was con-

sidered as NYSCWM region and the rest stations as non-NY-
SCWM region (Fig. 1). NO3

– and PO4
3– concentrations in the bot-

tom waters were higher in the NYSCWM than in the non-NY-
SCWM regions.

3.2  Spatial-temporal variation of picoplankton abundance in the
NYSCWM region
Along Transect 6, water column stratification was observed

from June to October. In July and August, pronounced thermo-
cline was found between 10 m and 20 m depth with It>1°C/m.
Halocline also existed in July, showing Is>0.1 m–1 between 10 m
and 20 m depth. In September, thermocline was less intensive
(It>0.6°C/m) and occurred between 20 m and 30 m depth (Figs 3a
and b). In June and July, Chl a concentrations were higher below
10 m depth whereas in August, September and October, higher
concentrations of Chl a were observed in the upper 20 m layer.
From June to October, nutrient NO3

– increased gradually with
depth and ciliate was more abundant in the upper 20 m layer
(Fig. 3a).

In June, September and October, picoplankton was more
abundant in the upper layer and decreased gradually with depth
(Fig. 3a). In July and August, SYN, PEUK and HP abundances had
same vertical pattern with maximum abundances in the thermo-
cline (20 m) and minimum abundances in the bottom zone of the
NYSCWM (below 30 m) (Figs 3a and c). Picoplankton abund-
ance in August was much higher than that in July in the thermo-
cline region. In July, the maximum abundances of SYN, PEUK
and HP were 47.04×103 cells/mL (20 m, Sta. B6), 15.84×103

cells/mL (20 m, Sta. C6) and 6.37×105 cells/mL (10 m, Sta. C6),
respectively. In August, the maximum abundances of SYN and
PEUK (421.28×103 cells/mL and 30.15×103 cells/mL, respectively)
were found in the thermocline (20 m) of Sta. A6. SYN and PEUK
abundances in the thermocline was 1 or 2 order of magnitude
higher than the rest of the water column. The maximum abund-
ance of HP (18.08×105 cells/mL) was observed in the thermo-
cline (20 m) of Sta. B6. HP abundance in the thermocline was one
order of magnitude higher than the rest of the water column (Figs
3a and c).

From June to October, water column stratification intensified
from Stas B1 to B6 (Fig. 4). The NYSCWM was observed below 30
m depth of Sta. B6 in July, August and September. In June, higher
concentrations of Chl a and nutrient NO3

– were both observed at
the bottom of Sta. B6. Ciliate was more abundant at the surface of
Stas B1 and B5. SYN was more abundant in the upper 20 m of Sta.
B6. PEUK showed maximum abundance in the upper 10 m of Sta.
B1. HP abundance varied less obvious than SYN and PEUK, with
higher abundance in the middle layer (10–30 m) of Sta. B3. In Ju-
ly, the NYSCWM was observed below 30 m of Sta. B5 and 20 m of
Sta. B6. Higher concentration of Chl a was found at 20 m of Sta.
B3. Nutrient NO3

– exhibited higher concentrations inside the NY-
SCWM. Ciliate was more abundant at 10 m of Stas B2 and B6.
SYN was more abundant in the central part of Transect B and the
maximum abundance (86.26×103 cells/mL) was observed at 20 m
of Sta. B5. PEUK exhibited similar pattern as SYN with higher
abundances in the middle layer of Transect B. HP were more
abundant in the non-NYSCWM region. In August, bottom tem-
perature was higher than 11°C, implying the less obvious NY-
SCWM than in July. Chl a exhibited much higher concentrations
(>4 μg/L) at the surface of Stas B1, B2 and B3. In contrast, nutri-
ent NO3

– showed higher concentrations at the bottom of Stas B5
and B6. Higher abundance of ciliate was observed at the surface
of Stas B1 and B5. SYN and PEUK had extremely high abund-
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ances at Sta. B6 (20 m, 355.48×103 cells/mL and 28.53×103

cells/mL, respectively). HP were more abundant above 20 m
depth. The maximum abundance (18.08×105 cells/mL) was also
observed at 20 m of Sta. B6. In September and October, pico-
plankton showed similar distribution pattern as temperature and
salinity, which was more abundant above 30 m depth and de-
creased gradually below 30 m (Fig. 4).

3.3  Seasonal comparison of picoplankton abundance between
non-NYSCWM and NYSCWM stations
The coastal Sta. B2 was not influenced by the NYSCWM, in

contrast with Sta. B6 in the open-water (Fig. 4). At Sta. B2, the
vertical distributions of temperature and salinity presented well-
mixed water columns almost the whole year. A weak stratifica-
tion occurred in August and September. A sharp decrease in sa-
linity was observed in the upper 20 m in June, July and August
(Fig. 5). Chl a concentration reached its maximum value (10 m,
4.93 μg/L) in August. During the rest of the year, Chl a concentra-
tions were rather low (<2 μg/L). Nutrients NO3

– exhibited lower
concentrations from March to June and higher concentrations
from October to February. Ciliate exhibited higher abundances in
September and October, and lower abundances in the rest of the
year. The distribution pattern of SYN was synchronized with tem-
perature. SYN abundance sustained extremely low level
(<0.2×103 cells/mL) from March to June, and then reached the
maximum abundance (63.06×103 cells/mL) at the surface in
September when temperature was the highest. PEUK presented a

different distribution pattern, exhibiting higher abundances in
June and October and lower abundances in March and April. HP
showed higher abundances in August, September and Novem-
ber and lower abundances in December, February and April.

At Sta. B6, a well-mixed water column was observed from
November to April. Thereafter, water column stratification built
up showing the thermocline at about 20 m depth from July to
September. Due to the water column stratification in summer,
the bottom NYSCWM was observed with temperature lower than
12°C (Figs 2 and 5). Chl a concentration reached a high value
(6.53 μg/L) at the bottom in March, but remained low (<0.5 μg/L)
from surface to bottom during the rest of the year, especially in
the NYSCWM region (Chl a<0.1 μg/L). Nutrient NO3

– showed
lower concentrations (NO3

–<0.5 μmol/L) in the upper 20 m from
April to September and higher concentrations in the bottom zone
of the NYSCWM. The maximum concentration of NO3

– (9.62
μmol/L) were observed at the bottom in October. Ciliate showed
higher abundances in April (10 m, 25.05×103 ind./L) and July (10
m, 20.52×103 ind./L). It was less abundant in the NYSCWM
(<5×103 ind./L). SYN, PEUK and HP had similar distribution pat-
tern with extremely high abundances (355.48×103 cells/mL,
28.53×103 cells/mL and 18.08×105 cells/mL, respectively) at 20 m
depth in August where the thermocline and halocline were well
established. From October to June, SYN and PEUK sustained low
abundances, especially in March and April. In the bottom zone of
the NYSCWM, picoplankton abundance was quite low (Fig. 5).
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Fig. 2.     Bottom distribution of temperature (T,  °C), salinity (S) and nutrient concentrations (NO3
–,  PO4

3–;  μmol/L) from June to
October, showing the existence-fading process of NYSCWM. The dashed line was T=12°C showing the boundary of the NYSCWM.
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3.4  Seasonal variation of picoplankton water column integrated
abundance between non-NYSCWM and NYSCWM regions
The water column integrated abundance of SYN showed sim-

ilar seasonal pattern in the non-NYSCWM (Transects 1, 3 and 5)
and NYSCWM regions (Transect 6), except in summer. The max-
imum abundance in the NYSCWM was observed in August, one
month earlier than that in the non-NYSCWM area. In August,
SYN in the NYSCWM region ((3.56±1.59)×1012 cells/m2) was al-
most three times higher than that in the non-NYSCWM region
((0.97±0.31)×1012 cells/m2) (Fig. 6a).

Similar to SYN, PEUK in the NYSCWM exhibited highest wa-
ter column integrated abundance ((3.15±0.06)×1011 cells/m2) in
August.  In the non-NYSCWM, the maximum abundance
((2.71±10.7)×1011 cells/m2) occurred in June, two month earlier

than that in the NYSCWM. During the rest of the year, PEUK was
slightly higher in the NYSCWM region than the non-NYSCWM
region (Fig. 6b).

Unlike the autotrophic picoplankton, HP integrated abund-
ance exhibited similar distribution patterns between the non-
NYSCWM and NYSCWM regions,  showing major  peaks
((3.78±0.31)×1013 cells/m2 and (3.41±0.48)×1013 cells/m2, re-
spectively) in August and minor peaks in March. HP in the NY-
SCWM were slightly higher than in the non-NYSCWM during the
rest of the year except July (Fig. 6c).

3.5  Relationship between picoplankton abundance and environ-
mental variables
Relationships between picoplankton abundance and envir-
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Fig.  3.     Vertical  distribution of  temperature (T,  °C),  salinity  (S),  Chl  a  (μg/L),  nutrient  concentrations (NO3
–,  μmol/L),  ciliate

abundances (×103 ind./L), Synechococcus (SYN, ×103 cells/mL), picoeukaryotes (PEUK, ×103 cells/mL) and heterotrophic prokaryotes
abundances (HP, ×105 cells/mL) along Transect 6 from June to October (the dashed line was T=12°C showing the boundary of the
NYSCWM) (a); the strength of thermocline (It, °C/m) and halocline (Is, m–1) from June to October (b); and the vertical distribution of
Synechococcus  (SYN, ×103  cells/mL), picoeukaryotes (PEUK, ×103  cells/mL) and heterotrophic prokaryotes (HP, ×105  cells/mL)
abundances at Stas A6, B6 and C6 in August (c).
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onmental variables in the NYSCWM (Transect 6) in summer (Ju-
ly-September) were performed using Spearman correlation ana-
lysis (Table 1). In the NYSCWM region in summer, abundances
of SYN, PEUK and HP were positively correlated with each other.
They were also positively correlated with Chl a and ciliate, and
negatively correlated with nutrients NO3

– and PO4
3–. Besides, HP

abundances were also positively correlated with temperature and
negatively correlated with salinity.

4  Discussion
In previous studies, the contours of 10°C were taken as the

boundary of NYSCWM (Zhang et al., 2008; Xin et al., 2015). In this
study, it is reasonable to use the relatively broad definition of the
NYSCWM with water temperature lower than 12°C since (1) the
YSCWM is characterized with low temperature showing a re-
markable variation (5–12°C) (He et al., 1959; Su and Huang,
1995), (2) the temperature of NYSCWM has been reported in-
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Fig.  4.     Vertical  distribution of  temperature (T,  °C),  salinity  (S),  Chl  a  (μg/L),  nutrient  concentrations (NO3
–,  μmol/L),  ciliate

abundances (×103 ind./L), Synechococcus (SYN, ×103 cells/mL), picoeukaryotes (PEUK, ×103 cells/mL) and heterotrophic prokaryote
abundances (HP, ×105 cells/mL) along Transect B from June to October. The dashed line was T=12°C showing the boundary of the
NYSCWM.
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creasing slightly from 1976 to 1999 (Li et al., 2015), and (3) the
Zhangzi Island locates on the edge of the NYSCWM.

4.1  Impact of NYSCWM on physical, chemical and biological con-
ditions
The YSCWM is a typically seasonal water mass in the Yellow

Sea. It forms locally in winter owing to the surface cooling and

strong vertical mixing. In spring, when surface water temperat-
ure increases, the cold water is retained in the bottom zone. In
summer, this cold water mass flows southward under the ther-
mocline. Extremely high intensity of the YSCWM occurs between
July and August. In late autumn and winter, the YSCWM disap-
pear because of the strong vertical mixing (Wang et al., 2000; Li et
al., 2006).
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Fig. 5.   Seasonal changes in the vertical distribution of temperature (T, °C), salinity (S), Chl a (μg/L), nutrient concentrations (NO3
–,
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In this study, the NYSCWM was observed in summer (July–
September) with temperature lower than 12°C. Pronounced ther-
mocline and halocline were observed between 10 and 30 layer,
especially in July and August (Figs 2 and 3). Chlorophyll a
showed high concentration in the upper layer and low concen-
tration in the bottom zone. The maximum chlorophyll a concen-
tration occurred above the thermocline layer (10–20 m), perhaps
resulting from the coaction of thermocline and intensive photo-
synthesis due to subsurface chlorophyll maximum in the same
layer. In the bottom zone, chlorophyll a was the lowest because
of the low temperature (<12°C) and insufficient light (Fig. 3).

Nitrogen was considered as the proximal limiting factor for
primary production (Davey et al., 2008). In the NYSCWM, nutri-
ent NO3

– was almost depleted (<0.5 μmol/L) by phytoplankton
above the thermocline, but enriched in the bottom zone of the
NYSCWM through organism decomposition. The existence of
stratification prevented the exchange of nitrate from the bottom
to the surface.

4.2  Impact of NYSCWM on picoplankton distribution
Our study is by far the first report tracking picoplankton vari-

ation during the formation to vanishment process of NYSCWM.
The impact of YSCWM on picoplankton distribution has been re-
ported by Li et al. (2006) and Zhao et al. (2011) in the southern
Yellow Sea and Bai et al. (2012) in the northern Yellow Sea in
summer. Li et al. (2006) reported the minimum biomass of SYN
and HP in the SYSCWM. Zhao et al. (2011) observed relatively
low abundance of picoplankton at the surface and bottom (in the
SYSCWM). Bai et al. (2012) found low abundance of SYN and
PEUK in the NYSCWM, whereas no significant variations of HP
were observed between NYSCWM and non-NYSCWM waters.

In this study, pronounced thermocline was observed in July
and August. Picoplankton abundance was much higher in the
thermocline (20 m). Especially in August, extremely high abund-
ances of all three picoplankton groups (SYN, PEUK and HP) were
observed (Figs 3–5). Whereas in the bottom zone of the NY-
SCWM, minimum abundance of picoplankton was detected (Fig.
3c). Extremely high abundance in the thermocline was not com-
mon in previous studies (Li et al., 2006; Zhao et al., 2011; Bai et

al., 2012). How NYSCWM influenced on picoplankton dynamics
was still unclear, it is necessary to address the regulating factors
on picoplankton distribution.

Temperature is considered an important factor regulating pi-
coplankton variations (Agawin et al., 2000). In colder water
(T<14°C), temperature was the dominant factor in SYN distribu-
tion (Li, 1998). In this study, temperature in the thermocline was
higher than 14°C, indicating temperature was not the limiting
factor. Whereas in the bottom zone of the NYSCWM, temperat-
ure was lower than 12°C, turning out temperature was the dom-
inant factor on picoplankton distribution. Besides temperature,
nutrient supply is another important factor influencing pico-
plankton distribution (Agawin et al., 2000; Moisan et al., 2010).
Although the stratification prevented the exchange of nutrient
from the bottom to the surface, in the thermocline layer nutrient
was sufficient to supply the growth of picoplankton (Fig. 3). In the
bottom zone of the NYCWM, even though nutrient was sufficient,
the effect of low temperature seemed to be more important than
nutrient supply. Ciliate might be another important controlling
factor on picoplankton distribution. Ciliate and heterotrophic
nanoflagellates have been recognized as the primary consumers
of picoplankton (Tsai et al., 2008; Guo et al., 2014). In the present
study, ciliate was less abundant in the thermocline, indicating
lower pressure of predating on picoplankton variations. In the
bottom zone of the NYSCWM, minimum abundance of ciliate
was observed, suggesting ciliate was not important in controlling
picoplankton distribution.

In the thermocline, with warmer temperature, sufficient nu-
trient supply and lower pressure of predating, the environment of
thermocline was suitable for the growth of picoplankton, which
explains why such high abundance of picoplankton occurring in
the thermocline. In the bottom zone of the NYSCWM, in spite of
sufficient nutrient supply and low predator pressure, low temper-
ate (T<12°C) was the dominant factor on picoplankton distribu-
tion.

4.3  Seasonal comparisons between non-NYSCWM and NYSCWM
Around the Zhangzi Island, stations not influenced by the

NYSCWM (namely non-NYSCWM) showed a clear seasonality in

Table 1.   Spearman’s rank correlation coefficient between environmental and biological variables and picoplankton abundances
along Transect 6 in July, August and September

Spearman’s rho Lg PEUK Lg HP T S NO3
– PO4

3– Chl a Lg ciliate

Lg SYN 0.684** 0.757** –0.411** –0.630** 0.468** 0.664**

Lg PEUK 0.342*   –0.528** –0.445** 0.287*   0.368**

Lg HP 0.589** –0.532** –0.346*   –0.664** 0.411** 0.656**

              Note:  **  Correlation is  significant  at  the 0.01 level  (2-tailed);  *  correlation is  significant  at  the 0.05 level  (2-tailed).  T  represents
temperature, S salinity, SYN Synechococcus, PEUK picoeukaryotes, and HP heterotrophic prokaryotes.
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Fig. 6.   Seasonal comparison of water column integrated abundances of Synechococcus (SYN, ×1012 cells/m2) (a), picoeukaryotes
(PEUK, ×1011 cells/m2) (b) and heterotrophic prokaryotes (HP, ×1013 cells/m2) (c) in the non-NYSCWM and NYSCWM regions around
the Zhangzi Island in the northern Yellow Sea.
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picoplankton abundance (Fig. 5). SYN, PEUK and HP exhibited
different distribution patterns, which was very common in previ-
ous studies. Seasonal dynamics of SYN abundance in this study
was similar to previous reports in the coastal waters of Japan
(Shimada et al., 1995; Katano et al., 2005), coastal waters of Medi-
terranean (Agawin et al., 1998; Bec et al., 2005; Charles et al.,
2005), Bay of Biscay (Calvo-Díaz and Morán, 2006; Morán, 2007),
Bedford Basin (Li, 1998), western English Channel (Tarran and
Bruun, 2015) and Levantine Basin shelf waters (Uysal and
Köksalan, 2006) (Table 2). A strong relationship between temper-
ature and SYN was observed in this study, suggesting the import-
ance of temperature in regulating SYN distribution (Fig. 7a),
which has been conformed in previous studies (Agawin et al.,
1998; Moisan et al., 2010). The seasonality of PEUK abundance
was more complicated than SYN. PEUK reached maximum
abundance in June and low abundances were observed in March

and April (Fig. 7b). Our result agreed with previous observations
in the southern Yellow Sea (Zhao et al., 2011) and Iwanai Bay
(Miyazono et al., 1992) (Table 2). Negative relationship between
PO4

3– and PEUK was observed, indicating the importance of nu-
trient supply on PEUK distribution (Fig. 7b). HP showed major
peak in August and minor peak in March (Fig. 7c). Seasonal vari-
ations of HP and Chl a overlapped (Fig. 7c), implying that HP re-
lied on the released substrate by phytoplankton (Garneau et al.,
2008). In the non-NYSCWM, SYN, PEUK and HP distributed di-
versely and they were influenced by different factors, indicating
they may have different controlling mechanisms.

In the NYSCWM, the thermocline provided a suitable envir-
onment (warm water, sufficient nutrient supply and low predat-
ing pressure) for the growth of picoplankton, SYN, PEUK and HP
exhibited similar distribution patterns. It seemed they had simil-
ar controlling mechanism under the influence of NYSCWM.

5  Conclusions
Around the Zhangzi Island in the northern Yellow Sea, the

bottom water mass-NYSCWM had strong influence on pico-
plankton distribution, showing low abundance in the bottom
zone of the NYSCWM and extremely high abundance in the ther-
mocline, which was not exactly the same as the influence of the
SYSCWM on picoplankton distribution. How NYSCWM influ-
enced picoplankton dynamics by changing thermocline layer
and nutrient supply has been illustrated in this study. Since the

survey region locates at the edge of the NYSCWM, it is necessary
to investigate picoplankton distribution in the cores of NYSCWM
and SYSCWM regions to better understand and compare the in-
fluencing strength of NYSCWM and SYSCWM on picoplankton
distribution in the future.
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Table 2.   Previous studies on seasonal variations of Synechococcus (SYN, ×103 cells/mL), picoeukaryotes (PEUK, ×103 cells/mL) and
heterotrophic prokaryotes abundance (HP, ×105 cells/mL) reported in coastal waters

Study area Study period
SYN/103 cells·mL–1 PEUK/103 cells·mL–1 HP/105 cells·mL–1

Method ReferenceMin Max Min Max Min Max

Iwanai Bay
(Hokkaido, Japan)

1989.4–1990.3 0.14
(Dec.–Mar.)

190
(Jun.)

0.04
(Dec.–Mar.)

4.3
(May)

EFM Miyazono
et al. (1992)

Mediterranean
coastal lagoon

1999.2–2000.1 <0.3
(Nov.–Apr.)

8.2
(Jul.)

5.2
(Sep.)

90.8
(Apr.)

FCM Bec et al.
(2005)

NW Mediterranean
shallow bay

2000.8–2001.7 <2
(Dec.–Apr.)

95
(Sep.)

<1
(Dec.)

21
(Jan.)

FCM Charles
et al. (2005)

Bay of Biscay 2003.1–2003.12 <1
(Apr.)

106
(Jul.)

1.6
(Aug.)

32.6
Jul.

FCM Morán
(2007)

Western
English Channel

2007–2013 0.1
(May)

120
(Sep.)

0.2
(Aug.)

80
(Apr.)

FCM Tarran and
Bruun (2015)

Suruga Bay,
Japan

1992.5–1993.10 <1
(Apr.)

220
(Sep.)

FCM Shimada
et al. (1995)

Bay of Blane
(NW Mediterranean)

1995.1–1997.1 0.5
(Feb.)

70
(Aug.)

EFM Agawin
et al. (1998)

Bay of Biscay 2002.4–2003.4 <0.1
(Mar.–Apr.)

149
(Sep.)

FCM Calvo-Díaz and
Morán (2006)

Levantine Basin
shelf waters

1998.1–1999.1 3 (Jan.) 160
(Sep.)

EFM Uysal and
Köksalan (2006)

Uchiumi Bay,
Japan

2002.3–2002.10 154.9
(Aug.)

<10 (Jun.,
Aug., Sep.)

93.9
(May)

FCM Katano
et al. (2005)

Bay of
Marseille

1997.9–1999.10 70
(Mar.)

30
(Jan.)

FCM Grégori
et al. (2001)

Bedford
Basin

1991.1–1998.1 <0.01
(Jun.)

445
(Sep.)

3.2
(Feb.)

74.5
(Jun.)

EFM Li (1998)

Northern Gulf
of Bothnia

1989.3–1990.4 <2
(Feb.)

25
(July)

EFM Wikner and
Hagström (1991)

NW
Mediterranean

1999.1–2000.1 1.4
(Jan.)

11
(April)

EFM Lemée et al.
(2002)

Franklin
Bay

2003.11–2004.8 1
(Feb.)

17
(Jul.)

EFM Garneau
et al. (2008)

Blanes Bay
(NW Mediterranean)

2005.5–2007.4 4.6
(Aug.)

16
(May)

EFM Boras et al.
(2009)

This study 2009.7–2010.6 0.08
(Mar.)

421
(Aug.)

0.25
(Mar.)

30.15
(Aug.)

1.83
Feb.

18.08
(Aug.)

FCM

        Note: SYN represents Synechococcus, PEUK picoeukaryotes, HP heterotrophic prokaryotes, EFM epifluorescence microscopy, and FCM
flow cytometry.
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field sampling.
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Abstract

Microalgae are photosynthetic microorganisms that function as primary producers in aquatic ecosystems. Some
species of microalgae undergo rapid growth and cause harmful blooms in marine ecosystems. Heterocapsa
triquetra is one of the most common bloom-forming species in estuarine and coastal waters worldwide. Although
this species does not produce toxins, unlike some other Heterocapsa species, the high density of its blooms can
cause significant ecological damage. We developed a H. triquetra  species-specific nuclease protection assay
sandwich hybridization (NPA-SH) probe that targets the large subunit of ribosomal RNA (LSU rRNA). We tested
probe specificity and sensitivity with five other dinoflagellates that also cause red tides. Our assay detected H.
triquetra at a concentration of 1.5×104 cells/mL, more sensitive than required for a red-tide guidance warning by
the Korea Ministry of Oceans and Fisheries in 2015 (3.0×104 cells/mL). We also used the NPA-SH assay to monitor
H. triquetra in the Tongyeong region of the southern sea area of Korea during 2014. This method could detect H.
triquetra cells within 3 h. Our assay is useful for monitoring H. triquetra under field conditions.

Key words: nuclease protection assay sandwich hybridization, Heterocapsa triquetra, red tide, monitoring

Citation: Park Mirye, Park So Yun, Hwang Jinik, Jung Seung Won, Lee Juyun, Chang Man, Lee Taek-Kyun. 2018. Integration of the nuclease
protection assay with sandwich hybridization (NPA-SH) for sensitive detection of Heterocapsa triquetra. Acta Oceanologica Sinica, 37(5):
107–112, doi: 10.1007/s13131-018-1167-7

1  Introduction
Microalgae, which occur as single cells or chains, are photo-

synthetic microorganisms and primary producers in aquatic eco-
systems (Debelius et al., 2009; Ebenezer et al., 2012; Morel and
Price, 2003). Microalgae can be utilized in producing commer-
cial products, such as cosmetics, food, biofuels, and health-pro-
moting medications (Priyadarshani and Rath, 2012; Spolaore et
al., 2006). Some microalgae can grow quickly under favorable en-
vironmental conditions (Naito et al., 2005). The rapid growth of
microalgae makes it possible to mass-produce commercial
products, but also cause harmful algal blooms in marine ecosys-
tems.

Heterocapsa triquetra is a common bloom-forming dinofla-
gellate species present in estuarine coastal waters and brackish
waters worldwide (Tas, 2015; Baek et al., 2011). Although it does
not release toxins, high-density blooms can lead to ecological
damage (Litaker et al., 2002a, b ). Heterocapsa triquetra blooms
occur regularly in the North Sea, Atlantic Ocean, the Mediter-
ranean Sea, and the eastern Pacific Ocean (Litaker et al., 2002a).
In Korea, H. triquetra is a dominant species in the Masan Bay and
the Jinhae Bay from autumn to winter (Baek et al., 2011; Lee and

Han, 2007). Heterocapsa triquetra blooms can harm the commer-
cial shellfish and fish industries (Archambault et al., 2004; Lu and
Hodgkiss, 2004). Therefore the identification and monitoring of
H. triquetra are needed for characterization of their distribution
and favorite blooming conditions.

The traditional method for identification and quantitation of
microalgal species is observation of morphology by microscopy,
but this requires an experienced biologist and is time-consum-
ing. Moreover, different biologists may report different results
when microalgae are identified by this traditional method (Suh et
al., 2016), and changes in the appearance and size of microalgae
under different environmental conditions or different growth
stages can make identification difficult (Xin et al., 2005). There-
fore, there is increasing interest in several molecular-based de-
tection methods, such as the polymerase chain reaction (PCR),
fluorescence in situ hybridization (FISH), real-time PCR, restric-
tion fragment length polymorphism (RFLP), flow cytometry and
microscopy (FlowCAM), and the sandwich hybridization assay
(SHA) (Godhe et al., 2001; Chen et al., 2013; Antonella and Luca,
2013; Jedlicki et al., 2012; Hyka et al., 2013; Diercks et al., 2008b).

The rRNA-targeted sandwich hybridization assay (SHA) uses  
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two probes, a capture probe and signal probe. The capture probe
(rRNA) and signal probe are combined like a sandwich (Tyrrell et
al., 2002). Previous researchers developed SHA-detection meth-
ods for several microalgae: Heterosigma akashiwo, Fibrocapsa ja-
ponica, Alexandrium minutum, Gymnodinium catenatum, Lingu-
lodinium polyedrum, and Protoceratium reticulatum (Tyrrell et
al., 2002; Ayers et al., 2005; Diercks et al., 2008a, b). Subsequently,
problems with this method appeared when targeting unstable
RNA with limited specificity and reproducibility. This led to de-
velopment of a nuclease protection assay that is based on sand-
wich hybridization (NPA-SH) (Cai et al., 2006; Zhen et al., 2007).
This newer method uses the same two probes as the SHA meth-
od, as well as a third NPA probe. More specifically, the NPA-SH
method uses S1 nuclease after hybridization of the target RNA
and NPA probe. The S1 nuclease degrades the sample to single
stranded oligonucleotides, resulting in perfectly matched NPA
probes. This method makes many copies of the target DNA, and
the NPA probe is more stable and specific than the rRNA used for
the SHA probe (Suh et al., 2016). Previous researchers have
already developed NPA-SH detection methods for Cochlodinium
polykrikoides, Prorocentrum minimum, Prorocentrum micans,
Prorocentrum donghaiense, Skeletonema costatum, and Phaeo-
cystis globosa (Suh et al., 2016; Cai et al., 2006; Zhen et al., 2008,
2009). However an NPA-SH method for detection of H. triquetra
has not yet been developed. This species is currently detected by
a beta-methylamino-L-alanine (BMAA) method that employs ul-
tra-high pressure liquid chromatography coupled with mass
spectroscopy (UHPLC-MS/MS).

In this study, we developed a H. triquetra NPA-SH species-
specific probe in an effort to easily and rapidly detect this species,
comparable to other NPA-SH assays for microalgae. Then we
used the method for field monitoring near Tongyeong, in the
southern sea area of Korea. Tongyeong is located near the Masan
Bay and the Jinhae Bay, where blooms of H. triquetra are com-
mon (Park et al., 2013). However compared with other places
near Tongyeong, such as the Masan Bay and the Jinhae Bay, data
on H. triquetra is poor near Tongyeong. Thus, we monitored H.
triquetra near Tongyeong using species specific probes and the
NPA-SH method from January to December of 2014.

2  Materials and methods

2.1  Microalgae cultures
Ten species of microalgae (Asterionellopsis glacialis, Chatton-

ella marina, Chaetoceros curvisetus, Eucampia zodiacus, Het-
erosigma akashiwo, Leptocylindrus danicus, Prorocentrum min-
imum, Scrippsiella trochoidea, Skeletonema marinoi, and Thalas-
siosira nordenskioeldii) were collected in Tongyeong, and cultiv-
ated at the Korea Institute of Ocean and Science Technology
(KIOST) in Geoje, Korea. Cochlodinium polykrikoides was ob-
tained from the Library of Marine Samples in KIOST and H. tri-
quetra was from a laboratory at KIOST (Baek et al., 2011). All 12
species were cultured in f/2 medium with salinity 30 at 20°C un-
der 12 h light-dark cycle.

2.2  Microalgae RNA prep and sequencing
RNA was extracted according to a modification of the method

described by Venugopalan and Kapoor (Venugopalan and Ka-
poor, 1997), and was used to produce cDNA using the GoS-

criptTM Reverse Transcription System (Promega, Madison, WI,
USA). The LSU rDNA genes were subjected to PCR with a pair of
primers (forward 5′-CGGAGGAAAAGAAACTAAC, reverse 5′-
AGCTACTAGATGGTTCGAT) (Zhen et al., 2007). PCR amplifica-

tion was conducted using a 20 μL reaction mixture that con-
tained 2 μL of 10× reaction buffer, 2 μL of 2.5 mmol/L dNTPs, 2.5
units of Taq DNA polymerase (TaKaRa, Japan), 1 μL of 30 ng/μL
total DNA, and 1 μL each of 10 μmol/L forward primer and re-
verse primer. The PCR amplification protocol was 10 min at 94°C,
35 cycles of denaturation at 94°C for 30 s, annealing at 60°C for 30
s, extension at 72°C for 30 s, and then a 5 min extension at 72°C.
The PCR products were separated by 1% agarose gel electro-
phoresis, and then purified using the MEGA-spinTM Agarose Gel
DNA Extraction Kit (Intron, Korea). Products were then cloned
into the pGEM-T-Easy Vector (Promega, Madison, WI, USA) and
used for transformation of E. coli DH5α cells. LSU rRNA genes
were sequenced by Bioneer Corporation (Daejeon, South Korea),
and sequences were analyzed using DNAstar and MEGA6 soft-
ware.

2.3  NPA-SH specific probes and detection
The sequenced LSU rDNA of H. triquetra was confirmed by

search of BLASTn (http://www.ncbi.nlm.nih.gov/Blast.cgi).
Then, the sequences of all 12 species were aligned, using Clustal
W in MEGA6, and the most variable regions were identified for
use in making an NPA probe for H. triquetra. Three probes were
designed: a ~60-mer NPA probe targeting LSU rRNA; a 25-mer
capture probe that was labeled with biotin at the 5′ end and had a
3′ terminal region that was complementary to the NPA probe;
and a 25-mer signal probe that was labeled with fluorescein at
the 3′ end and was complementary to the 5′ terminal region of
the NPA probe. The NPA probe for H. triquetra was 5′-CCACGC-
TTGCGCTGAAGCAGCAGGCAATCACATTAGCACGCAC-
CAATCTTGCCAAGAAGC; the capture probe was 5′-biotin-
GCTTCTTGGCAAGATTGGTGCGTGC; and the signal probe was
5′-GCCTGCTGCTTCAGCGCAAGCGTGG-fluorescein (Table 1).
All probes were chemically synthesized by Bioneer Corporation
(Daejeon, Korea). The NPA-SH analysis was modified from Cai et
al. (2006) (Zhen et al., 2007). Cultured H. triquetra were collected
in a 1.5 mL Eppendorf tube after centrifugation to remove growth
medium. Then, 950 μL of lysis buffer (80% formamide, 450
mmol/L NaCl, 5 mmol/L Na2EDTA, 1 mg/mL yeast tRNA, 1%
SDS, pH 6.4) and 50 μL of 10 mg/mL yeast t-RNA was added, and
the sample was sonicated for 10 s with 50% duty cycle and 450 W
output sets. The sample was centrifuged again to precipitate cell
debris. Then, 30 μL of lysate, 3 μL of NPA probe solution (500
nmol/L NPA probes in lysis buffer), and 50 μL of mineral oil were
mixed in a 1.5 mL Eppendorf tube. The sample was denatured at
98°C for 5 min and then cooled to room temperature to allow hy-
bridization of the NPA probe with the 28S rRNA. Then, 30 μL of
S1 nuclease mix was added (60 units S1 nuclease in 1.4 mol/L so-
dium chloride, 22.5 mmol/L zinc sulfate, 250 mmol/L sodium
acetate, pH 4.5) (Promega, USA), and the sample was incubated
for 1 h at 42°C to restrict non-hybridized regions. The reaction
was stopped by adding 150 μL of a nuclease stop solution (62.5
mmol/L sodium hydroxide, 30 mmol/L EDTA, and 1× phos-
phate-buffered saline (PBS), pH 7.2). The mixture was then dena-
tured at 98°C for 5 min, and used before it had cooled. The
sample was coated with biotin-labeled capture probes in a 96-
well streptavidin-coated microplate (Pierce Biotechnology, Inc.
Rockford, IL.), with each well containing 100 μL of S1 nuclease-
treated sample. The plate was cooled to room temperature for 5
min, washed three times with PBS and 0.5% Tween-20. Each well
was filled with 100 μL of 5 nmol/L signal probes in a hybridiza-
tion buffer (4× SSC, 10% formamide, 0.02% SDS pH 7.2), and the
plate was incubated at 50°C for 20 min with shaking (130 r/min).
After washing three times with PBST (3.2 mmol/L Na2HPO4, 0.5
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mmol/L KH2PO4, 1.3 mmol/L KCl, 135 mmol/L NaCl, 0.5%
Tween20, pH 7.4), 100 μL of an anti-fluorescein-POD (Roche,
USA, 1:6 000 dilution in PBS, 2% goat serum) was added to each
well. Then, the plate was incubated at 37°C for 10 min, and
washed three times with PBS. Finally, 100 μL/well of 3, 3′, 5, 5′-
tetramethylbenzidine (TMB, Sigma, USA) substrate was added,
and the sample was incubated at 37°C for 10 min to allow blue
color development. The reaction was stopped by adding 50 μL of
2 mol/L H2SO4 per well, causing the color to change to yellow.
Absorbance was measured at 450 nm and 620 nm using a plate
reader (FLUOstar, BMG Thermo Fisher Scientific Inc, USA) and
the A450 nm/A620 nm ratio was calculated.

The specificity was checked with six cultured microalgae: C.
marina, C. polykrikoides, H. triquetra, H. akashiwo, P. minimum,
and S. trochoidea. The sensitivity was tested by counting H. tri-
quetra under light microscopy using serial dilutions. Three rep-
licates of each dilution were analyzed. The absorbance of NPA-
SH and microscopic data were compared.

2.4  Field sample collection and test
Natural seawater was collected monthly near Tongyeong,

Korea (34°45′97.58′′N, 128°22′54.62′′E) from January to Decem-
ber 2014 (Jan. 24, Feb. 14, Mar. 10, Apr. 9, May 15, Jun. 19, Jul. 22,
Aug. 27, Sep. 19, Oct. 16, Nov. 18, and Dec. 11). Samples were col-
lected in surface seawater (1 L) using a net with a pore size of 0.2
μm. At the same time, water temperature, salinity, pH, and dis-
solved oxygen (DO) were measured by YSI instrument. The
sample was immediately placed on ice, and then carried to the
laboratory. Then, the sample was centrifuged at 3 000 r/min for
10 min, the supernatant was removed, and the pellet was stored
at –70°C until use. Stored samples were used for the H. triquetra
NPA-SH assay. Only lysis buffer and yeast t-RNA were added to
the frozen samples, and the samples were sonicated for lysis of
microalgae, using the same parameters as for NPA-SH lysis.

2.5  Statistical analysis
NPA-SH assay was performed at least three times in quadrup-

licate for each experiment. All data were presented as means±SE.
A student’s t-test was performed to test differences between con-
trols and each experimental group.

3  Results

3.1  Probe specificity
We isolated total RNA of microalgae that are responsible for

red tides (C. marina, C. polykrikoides, H. triquetra, H. akashiwo,
P. minimum, and S. trochoidea), and of which the most abund-
ant species were near Tongyeong (A. glacialis, C. curvisetus, E. zo-
diacus, L. danicus, S. marinoi, and T. nordenskioeldii). Then, we
analyzed the LSU sequences of all species to design H. triquetra
species-specific probes for NPA-SH. The results show the signals
of sixmicroalgae samples, a negative control, and a mixed sample
of C. marina, C. polykrikoides, H. triquetra, H. akashiwo, P. min-
imum, and S. trochoidea (Fig. 1). The signal of each sample (A450 nm/
A620 nm) expressed relatively to the negative control. Heterocapsa
triquetra had the strongest signal (1.59), consistent with its yel-

low color, and all the other samples had signals less than 1.06.
This result means that the H. triquetra NPA-SH oligonucleotide
probe can distinguish H. triquetra from five other microalgae that
are also responsible for red tides.

3.2  Probe sensitivity
We tested probe sensitivity by measuring the signal with dif-

ferent numbers of cells (Fig. 2). The results show that the signal
was above baseline when the cell concentration was 1.5×104

cells/mL (Fig. 2). This is lower than 3.0×104 cells/mL standard
threshold for a red-tide warning issued by the Korea Ministry of
Oceans and Fisheries in 2015. We also established a standard
curve for the range of 3.0×103 to 1.5×105 cells/mL. The least-
squares linear regression equation was y=0.526 4x+0.353 5,
r2=0.893 2 (Fig. 2).

3.3  Probes test at field sample
Finally, we tested the NAP-SH method using field samples

collected from natural seawater near Tongyeong, in the southern
sea area of Korea (Fig. 3). We analyzed three samples per month
from January to December of 2014. Based on the standard regres-
sion equation above, the A450 nm/A620 nm value of 1.11 in Septem-
ber corresponds to 2 874 cells/mL, and the A450 nm/A620 nm value
of 1.23 in December corresponds to 3 330 cells/mL. All other
months had no detectable H. triquetra (Fig. 4).

4  Discussion
Detection of red tide species in seawater samples is import-

ant for monitoring the occurrence of red tides. For example,
identification of the onset of a harmful algal bloom may allow im-
plementation of measures that can reduce economic and/or en-
vironmental damage. Previously, identification and detection of
microalgae depended on viewing the morphological character-
istics by microscopy (Suh et al., 2016; Ki and Han, 2006). Though
many molecular detection methods are now available for detect-
ing red tide species, only one chemical method is currently avail-
able for detection of H. triquetra. This motivated us to develop
NPA-SH probes to detect H. triquetra in natural field samples (Ji-
ang and Ilag, 2014).

Table 1.   NPA sandwich hybridization specific probes
Detection method Probe Sequence Length/bp

NPA-SH Capture probe Biotin-GCTTCTTGGCAAGATTGGTGCGTGC 25

NPA probe CCACGCTTGCGCTGAAGCAGCAGGCAATCACATTAGCACGCACCAATCTTGCCAAGAAGC 60

Signal probe GCCTGCTGCTTCAGCGCAAGCGTGG-FAM 25
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Fig.  1.     Specificity of  the H. triquetra  sandwich hybridization
probe. The H. triquetra sample and the mixed sample (which in-
cluded H. triquetra) appeared yellow (above) and had A450 nm/
A620 nm values greater than all other samples.
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The NPA-SH method is an elaboration of the more simple
SHA method. Researchers have used the rRNA-targeted SHA
method to detect phytoplankton since 1996. In particular, re-
searchers who used this method in New Zealand to monitor mi-
croalgae received international accreditation in 2004 (Ayers et al.,
2005). However, the limitations of this method, such as use of de-
gradative RNA, low specificity and low reproducibility, led to the
development of the newer NPA-SH method (Zhen et al., 2007).
Skipping the RNA extraction step also reduces the time needed
for the NPA-SH method. Additionally, we also reduced hybridiza-
tion times for the capture probe and NPA probe, and the NPA
probe and signal probe. This reduced the total time by 4 h (Cai et
al., 2006). The principle of probe hybridization is the same as the
PCR annealing step. Thus, probe hybridization requires just a few

seconds to a few minutes after denaturation. By reducing the hy-
bridization time to about 5 min, we were able to detect H. tri-
quetra within 3 h of sample collection. Another benefit of the
NPA-SH method is that the results can be checked visually, in
that the yellow color is evident on streptavidin-coated plates
(Figs 1, 2 and 4). This is a major advantage of the NPS-SH meth-
od when it is in need of detecting H. triquetra in the field.

We developed H. triquetra specific-probes for NPA-SH, and
monitored it over 2014 near Tongyeong. Heterocapsa triquetra
were detected in September and December of 2014 near
Tongyeong (Figs 3 and 4). Normally, H. triquetra is a major spe-
cies from autumn to winter in the Masan Bay and the Jinhae Bay,
which are located near Tongyeong (Lee and Han, 2007; Lee et al.,
2005). In the Masan Bay and the Jinhae Bay, H. triquetra
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Fig. 2.   Sensitivity of H. triquetra sandwich hybridization probe. a. Samples with fewer than 3.0×102 cells/mL had A450 nm/A620 nm

values of about 1.0, and were colorless. As cell numbers increased, they became yellow and the A450 nm/A620 nm values increased. b. A
standard curve for cells in the concentration range of 3.0×103 to 1.5×105 cells/mL.
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Fig. 3.   Sampling locations near Tongyeong, in the southern sea area of Korea. a. The red square shows the location of Tongyeong. b.
Expansion of Tongyeong region. The red circle shows the sampling location.
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bloomed at extremely low salinities (below 25) after heavy rain-
fall (Lee and Limand, 2006). However, in the Mediterranean Sea
near Turkey, this species appeared in January to April, and was
undetectable in May (Tas, 2015). Normally, H. triquetra grows
between 10°C and 25°C at salinity of 15 to 40, although it can ad-
apt to a broad range of temperatures and salinities (Baek et al.,
2011). Thus, H. triquetra blooms may depend on environmental
conditions, such as nitrogen influx from heavy rain and the in-
flux of freshwater.

The seawater temperature and salinity near Tongyeong were
22.5°C and 33.61 in September 2014, 13.9°C and 33.93 in Decem-
ber 2014. The temperatures were favorable for H. triquetra, but
the salinity levels were a bit higher than those at the Masan Bay
and the Jinhae Bay during the bloom season (Lee and Han, 2007;
Lee and Limand, 2006). Heterocapsa triquetra is a mixotrophic
dinoflagellate that does not produce toxins (Battocchi et al.,
2010), but blooms can increase the pH to above 9.0, thereby dis-
rupting ecosystem function. At the sampling times, we found no
evidence of blooms based on surface observations, the seawater
pH was always below 9.0, and there were no red-tide warnings.
Although H. triquetra blooms did not appear in 2014, continuous
monitoring is needed to better understand the environmental
factors that influence H. triquetra blooming. Also, regular monit-
oring makes it possible to provide early warnings before the oc-
currence of serious red tides.

5  Conclusions
We developed species-specific probes using the NAP-SH

method to detect and identify H. triquetra from environmental
samples. This technique was effective in identification of H. tri-
quetra in cultured microalgae samples and in natural seawater
samples. We can detect cells at a concentration of 1.5×104

cells/mL, a greater sensitivity that required by the Korea Ministry
of Oceans and Fisheries guidelines. We successfully used this
method to monitor environmental samples for H. triquetra and
found it could detect H. triquetra in the field without the use of
laboratory equipment. The NPA-SH method described here can
detect H. triquetra from field samples within 2 h without requir-
ing expert knowledge in microalgal morphology. It is promising
for the development of an easy-to-use H. triquetra detection kit.
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Fig. 4.   Heterocapsa triquetra field sampling by NPA-SH during
2014.  Heterocapsa triquetra  appeared  during  September  and
December.
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Abstract

A 105-kDa polymer lectin was purified from lamprey (Lampetra japonica) serum by chromatography methods
including  cation  ion-exchange  chromatography  with  a  SP-SepharoseTM  XL  column  and  size  exclusion
chromatography with a Superdex 200 column. The target fractions were collected according to the direction of
hemagglutinating activity. The results revealed that the active fractions could adsorb on SP-Sepharose column
and showed a 280 nm UV absorbance peak corresponding to molecular weights of 105 kDa in the following size
exclusion chromatography. The target fractions with hemagglutinating activity were further checked by Native-
PAGE and SDS-PAGE. Two single bands at around 105 kDa and 35 kDa were displayed by two electrophoresis
methods respectively, indicating that the protein exists as a trimer in solution. After Native-PAGE and SDS-PAGE,
two bands were excised from the gels respectively and further identified by MALDI-TOF/TOF as serum lectin (gi:
13094239). The lectin was able to agglutinate rabbit red blood cells (RRBCs) and sheep red blood cells (SRBCs) in
vitro. The lectin isolated from lamprey serum in the current study might be helpful for deeply understanding the
innate immune molecules dependent immune defence in jawless vertebrates which have been proved recently
that they possess a lymphocyte-based system of anticipatory immunity with variable lymphocyte receptors as
mediators.
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1  Introduction
Lectins are carbohydrate-binding proteins which have been

investigated extensively in recent years for application in medic-
al and immunological research (Ogawa et al., 2011). They have
various biological functions from the glycoprotein synthesis to
regulation of cell adhesion and the control of protein levels in the
animal bloods (Rutishauser and Sachs, 1975). In addition, lectins
can serve many important roles in innate immune defense by re-
cognizing carbohydrates (Ourth et al., 2008) and agglutinating
red blood cells in vitro (Guo et al., 2013). Agnathans, represented
by lamprey and hagfish, are agreed to be the oldest vertebrates
currently possessing the adaptive and innate immune defenses.
The study of jawless vertebrate provides a theoretical basis for
the origin of immune system. Though there are no T cell recept-
or (TCR) and B cell receptor (BCR) singling pathway in these jaw-
less vertebrates, recent findings in the Agnathans have revealed
that they possess an alternative adaptive immune system which

could specifically recognize and respond to external pathogens
(Cooper and Alder, 2006). This system undergoes germline gen-
omic rearrangements of insertion of diverse leucine-rich repeat
modules (LRRs) to generate a large number of different variable
lymphatic receptors (VLRs) for the resistance to the pathogen in-
vasion. Three types of receptors, VLRA, VLRB and VLRC have
been identified in lampreys (Kasamatsu et al., 2010). Recent evid-
ence indicates that VLRA and VLRB are expressed in different cell
types that resemble T cells and B cells in jawed vertebrates, re-
spectively. After being infected by specific a pathogen, VLRB-like
lymphocytes expressing specific VLRB molecules undergo ampli-
fied expression, and begin to secrete VLRB in a manner analog-
ous to the secretion of immunoglobulins by B cells (Guo et al.,
2009). Comparing to the most advances achieved in the adaptive
immune system of lamprey, little is known about the effective
components that exist in lamprey blood and their roles played in
innate immune system. The current study reports that a compon-  
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ent with hemagglutinating activity was purified from lamprey
(Lampetra japonica) serum by several chromatography steps,
and it was identified as lectin by MALDI-TOF/TOF.

2  Materials and methods

2.1  Animals and reagents
The handling of lamprey (Lampetra japonica) and all experi-

mental procedures were approved by the Animal Welfare and
Research Ethics Committee of the Institute of Dalian Medical
University (Permit Number: SYXK2004—0029). Adult lampreys
were purchased from Tongjiang section of the Heilongjiang River
(Tongjiang City, Heilongjiang Province, China) in December.
Rabbit red blood cells (RRBCs) and sheep red blood cells (SR-
BCs) were obtained from rabbit (Oryctolagus cuniculus) and
sheep (Oreamnos americanus), respectively. NaHCO3, C2H3N,
IAA, and TFA were purchased from the Sigma Company (Sigma-
Aldrich, St. Louis, MO). NaCl, coomassie brilliant blue G250,
CH3COOH and the phosphate buffer were of analytical grade
from Sangon Biotech (Sangon Biotech (Shanghai) Co., Ltd.).
AKTA avant 25 was purchased from GE Company (GE Health-
care, Little Chalfont, Buckinghamshire, United Kingdom).
Autofelx MALDI-TOF spectrometer was purchased from Bruker
Corporation (Bruker Daltonics, Bremen, Germany).

2.2  Lampreys serum
About 100 healthy adult lampreys (200–220 g in weight) were

tail-severed for collecting blood. The blood (about 530 mL) was
aliquoted into 10 mL plastic centrifuge tubes and allowed to clot
at 4°C overnight. Serum was separated by centrifugation (4 000
r/min) for 10 min at 4°C and kept in 1.5 mL centrifuge tube at
–20°C before use.

2.3  Cation exchange chromatography with SP-Sepharose column
Twenty milliliters of lamprey serum were dialyzed against

three changes of 6 L starting buffer consisting of 0.005 mol/L
EDTA in 0.01 mol/L NaPB (pH 6.5) for 24 h. The pellets were re-
moved by centrifugation (12 000 r/min) for 10 min at 4°C and the
cleared supernatant was applied to a SP-Sepharose column (300
mm×45 mm, i.d., GE Healthcare, Little Chalfont, Buckingham-
shire, United Kingdom) which was equilibrated with two column
volumes of starting buffer followed by a linear salt gradient elu-
tion. The concentration of NaCl raised from 0.2 to 0.6 mol/L in
0.025 mol/L Tris-HCl buffer (pH 7.5) in one column volume. Five
milliliter fractions were collected at the flow rate of 1 mL/min.
The eluted protein fractions were then conducted the hemagglu-
tinating activity examination.

2.4  Size exclusion chromatography
The eluted protein fractions with hemagglutinating activity

were pooled together and dialyzed against three changes of 6 L
elution buffer (0.005 mol/L EDTA and 0.15 mol/L NaCl in 0.01 mol/L
NaPB (pH 6.5)) for 24 h. The dialyzed sample (5 mL) was applied
to size exclusion chromatography on a Sephadex 200 column
(700 mm×20 mm i.d., GE Healthcare, Little Chalfont, Bucking-
hamshire, United Kingdom) equilibrated with the elution buffer.
The elution was carried out at a flow rate of 0.3 mL/min, and
1 mL-fractions were collected for hemagglutinating activity ex-
amination. Finally, the protein fractions with hemagglutinating
activity were collected, dialyzed, lyophilized and stored at -20°C
for future assay. The protein concentrations of the samples were
determined by Bradford assay (Sigma-Aldrich, St. Louis, MO) us-
ing bovine serum albumin as standard.

2.5  Mass spectrometry
The protein fractions with hemagglutinating activity were

electrophoresed by native polyacrylamide gel electrophoresis
(Native-PAGE) and SDS polyacrylamide gelelectrophoresis (SDS-
PAGE). Albumin from bovine serum 66 kDa (monomer) and 132
kDa (dimer) were used as Native-PAGE gel molecular-weight
standards (Sigma-Aldrich, St. Louis, MO). The SDS–PAGE was
carried out using 12% (w/v) separation gel. The molecular-weight
standards (TaKaRa Biotechnology, Dalian, China) including
phosphorylase b (97.2 kDa), albumin (66.4 kDa), ovalbumin (44.3
kDa), carbonic anhydrase (29.0 kDa) and trypsin inhibitor (20.1
kDa) were used for SDS–PAGE. The protein bands were visual-
ized with Coomassie Brilliant Blue R-250. Specific protein bands
were excised from the gel matrix and subjected to in-gel tryptic
digestion. A total of 0.5 μL of matrix solution (10 mg of a-cyano-4-
hydroxycinnamic acid dissolved in 1 mL of 30% ethanol) and 0.5
μL of the diluted analyte solution were spotted on the MALDI tar-
get plate (Bruker Daltonics). The MALDI-TOF mass spectro-
metry was operated in the positive ion mode and measured in re-
flectron modes on an Autoflex MALDI-TOF spectrometer within
a mass range of 700–3 500 Da. The positive-ion mass spectra were
calibrated externally using the Bruker Protein Calibration Stand-
ard I. Each spectrum corresponded to an accumulation of 3 000
laser shots (6×500 laser shots from different positions of the
sample spot). The generated spectra were visualized and com-
pared with FlexAnalysis 3.3 software (Bruker Daltonics, Bremen,
Germany). All MS raw data were analyzed by biotools 3.0 (Bruker
Daltonics, Bremen, Germany) and searched against all lamprey
sequences available in NCBI and ensemble database using Mas-
cot searching engine. Data were run assuming trypsin digestion
with a parent ion tolerance of 0.5 Da and fragment ion mass tol-
erance of 0.8 Da. Oxidation was specified as global modifications
and carboxymethyl as variable modifications. Database analysis
was performed using the same parameters plus the possibility of
up to one missed enzyme cleavages sequence coverage greater
than 10%.

2.6  Hemagglutination assay
To assay the hemagglutinating activity, a serial two-fold dilu-

tion of the sample fractions (100 μL) was mixed with equal
volume of 2% suspension of RRBCs and SRBCs in phosphate-buf-
fered saline (PBS, pH 7.2) in a 96-well flat-bottom plate at room
temperature for 1 h, respectively. After incubation, red blood
cells agglutination was observed by light microscopy in vitro. All
statistical analyses were performed with the SAS proprietary soft-
ware release 8.02 and student’s two-sample t-test.

3  Results and discussion
The target protein with hemagglutinating activity was first

isolated from lamprey serum using cation exchange chromato-
graphy with a SP-Sepharose column. Twenty milliliters of the
lamprey serum was applied to the column and eluted with a lin-
ear salt gradient elution as described in materials and methods.
Each of the 5 mL-fractions of the effluent were collected and as-
sayed for protein at 280 nm (Fig. 1). Forty-two fractions showed
absorbance at 280 nm were assayed hemagglutinating activity
and the Hemagglutinating activity was only found in Fraction 25.
The dialyzed sample (Fraction 25) was applied on a Sephadex
200 column for conducting size exclusion chromatography. Un-
der UV 280 nm, there were a major peak (Fractions 27 to 34) and
a minute peak (Fractions 21 and 24) (Fig. 2). The hemagglutinat-
ing activity was only detected in Fraction 26. The elution volume
of Fraction 26 was approximately 26 mL, and the molecular
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weight of Fraction 26 is deduced to be approximately 105 kDa ac-
cording to the calculation equation given in the manufacturer’s
instruction manual. The concentration of the target protein is
1.25 mg/mL in the lamprey serum by BCA assay. The result of
Native PAGE analysis showed a single protein band whose mo-
lecular weight was calculated to be about 105 kDa (Fig. 3a). A
single protein band was also found on the gel of SDS-PAGE ana-
lysis (Fig. 3a). It can be deduced that its molecular weight is
around 35 kDa from the molecular weight calibration graph.
From the results of Native PAGE and SDS-PAGE analysis, it can
be concluded that the protein with hemagglutinating activity ex-
ists as a trimer. On MALDI-TOF MS/MS analysis, the peptide
fragments of the protein showed significant high scores (p>0.05)
from Mascot searches of peptide mass fingerprints of proteins
(Fig. 3b). The complete sequence of a peptide fragment with m/z
1 671 was identified as R.WSSQLGSNP.A which showed a typical
character of the product of trypsin (Fig. 3b). The identified se-
quence of the protein with hemagglutinating activity possesses
100% identity with the serum lectin (GenBank: BAB32787) from
lamprey Lethenteron camtschaticum. The hemagglutinating

activity of purified lamprey serum lectin was further examined by
a 10-fold dilution series of sample. The high hemagglutinating
ability of the lamprey serum lectin can be observed to agglutin-
ate RRBCs and SRBCs even diluted to 100 fold (12.5 μg/mL) and
200 fold (6.25 μg/mL), respectively (Fig. 4). The ability of the
lamprey serum lectin to agglutinate SRBCs was slightly stronger
than RRBCs. This result suggests that the hemagglutinating activ-
ities of RRBCs and SRBCs depend on the dose of lectin.

In the current study, serum lectin was purified from lamprey
L. japonica, a representative of jawless vertebrate. The lectin was
eluted as a single peak with a molecular weight of around 105
kDa in size exclusion chromatography step. Its molecular weight
was verified as 105 kDa by Native-PAGE analysis under native
condition, while it was revealed a 35-kDa protein band on SDS-
PAGE gel in reducing conditions. These data suggest that the
lectin is a 105-kDa trimerical protein and possesses hemagglutin-
ating activity. Agnathans, represented by lamprey and hagfish,
are agreed to be the oldest vertebrates currently possessing the
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Fig. 1.   Ion exchange chromatography profile of lamprey serum
crude extract on SP-Sepharose column. Flow rate was 50 mL/h.
Hemagglutinating activity was detected in Fraction 25. The dot-
ted line indicates the location of hemagglutinating activity. B in-
dicates concentration of elution buffer (PBS+1 mol/L NaCl).
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Fig. 2.   A Gel filtration chromatography profile of Fraction 25 on
Superdex 200 column. Flow rate was 20 mL/h. Hemagglutinating
activity was detected in Fraction 26. The dotted line indicates the
location of hemagglutinating activity.
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Fig. 3.   Gel analyses and Peptide mass fingerprints. a. Native-PAGE and SDS–PAGE. Left lane: Native-PAGE. Right lane: SDS-PAGE. b.
The peptide with m/z 1 671 corresponds to a tryptic fragment of the complete protein was identified as R.WSSQLGSNP.A, an identical
homologue of serum lectin (GenBank: BAB32787), by MALDI-TOF MS/MS analysis.
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adaptive and innate immunity. Variable lymphatic receptors are
the important components for adaptive immune response in
jawless vertebrates (Guo et al., 2009). In jawed vertebrates, lectin
serves many important roles in the innate immunity by recogniz-

ing exogenous antigen (Guo et al., 2013). Here, we found lamprey
lectin also possesses hemagglutinating activity to allogeneic red
blood cells. These findings provided basic information for deeply
understanding the components of innate immune system of jaw-
less vertebrate.
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Fig. 4.     Agglutination assay of lamprey lectin against erythro-
cytes. The antigens for agglutination assay were RRBCs and SR-
BCs. Data represent mean numbers±SE. Error bars, n=3.
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