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Abstract

In this study the structure and seasonal variations of deep mean circulation in the East/Japan Sea (EJS) were
numerically  simulated  using  a  mid-resolution  ocean  general  circulation  model  with  two  different
parameterizations for the eddy-topography interaction (ETI). The strong deep mean circulations observed in the
EJS are well reproduced when using the ETI parameterizations. The seasonal variability in the EJS deep layer is
shown by using ETI parameterization based on the potential vorticity approach, while it is not shown in the
statistical dynamical parameterization. The driving mechanism of the strong deep mean currents in the EJS are
discussed by investigating the effects of model grids and parameterizations. The deep mean circulation is more
closely related to the baroclinic process and potential vorticity than it is to the wind driven circulation.
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1  Introduction
In recent years it has become evident that the Japan/East Sea

(hereafter EJS) deep circulation has a horizontal cyclonic struc-
ture and seasonal variability whereby deep currents are activ-
ated in the early spring season (Senjyu et al., 2005; Takematsu et
al., 1999). Choi and Yoon (2010, henceforth CY10) studied the
strong  deep  mean  currents  by  observational  analysis  using
moored current meter data and autonomous float trajectories.
They showed that the deep mean currents generally follow the
ambient potential vorticity (f/H), and suggested a detailed struc-
ture of deep mean circulation in the EJS. The temporally and spa-
tially averaged deep mean current is approximately 2.8 cm/s and
the volume transport in the EJS deep layer (deeper than 800 m) is
more than 10×106 m3/s. Strong seasonal variations of approxim-
ately 30% of the mean velocity were also observed. The present
study designed numerical simulations for investigating strong
deep mean currents  in the EJS,  with special  emphasis  on the
parameterization of eddy-topography interaction (ETI).

Many numerical analysis papers have discussed the deep cir-
culation in the EJS.  Sakai  and Yoshikawa (2005)  conducted a
simple two-layer model experiment with a simple rectangular
basin to understand the mechanisms generating the deep mean
flow in the EJS through ETI. Hogan and Hurlburt (2000) showed
eddy-driven  deep  mean  flows  in  the  EJS  using  the  Naval  Re-
search  Laboratory’s  Layered  Ocean  Model  (NLOM)  with  ex-
tremely fine horizontal grid intervals (≤ (1/64)°) and four vertic-
al levels. They suggested that a horizontal grid interval of at least
(1/32)°  is  required to reproduce the cyclonic deep mean flow
without  parameterization  of  the  subgrid-scale  eddies.  They

showed that the deep mean current in the EJS follows the f/H
contours of the bottom topography. Kim (2007) also obtained a
cyclonic deep mean current using a primitive ocean general cir-
culation model (OGCM) with extra-fine resolution (a horizontal
grid interval of (1/36)° and 46 vertical levels), although its amp-
litude is much less than the observed 2–6 cm/s (Mori et al., 2005).
Therefore, eddy-resolving OGCM results with an extra-fine resol-
ution support the idea that the cyclonic flows in the EJS deep lay-
er are eddy-driven, because previous numerical simulations with
a coarse or medium resolution ((1/6)° to (1/12)°) grid did not re-
produce such strong cyclonic deep circulation in the EJS (Kim
and Yoon, 1996; Seung and Yoon, 1995; Yoon and Kawamura,
2002). However, the extra fine resolution in a primitive OGCM,
such as that used by Kim (2007), requires excessive amounts of
computational and economic resources.

An alternative modeling approach to reduce the costs and
computer time required is to parameterize subgrid-scale eddies
so as to reproduce eddy effects on the mean flow even in models
with coarse resolutions. From the early 1990s, many studies have
parameterized the effects of mesoscale eddies in coarse resolu-
tion ocean models. Holloway (1992) proposed the “Neptune ef-
fect” (hereafter NE),  which parameterizes the stress resulting
from ETI. By statistical dynamical analysis in an ideal quasi-geo-
strophic system, Salmon et al. (1976) showed that an ocean with
no external forcing and filled with random eddies will tend to set
up a mean flow directed as found in topographic Rossby wave
propagation.

Holloway (1992) suggested the reproduction of ETI in numer-
ical  ocean  models,  with  a  tendency  of  the  system  towards  a
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defined equilibrium state, based on the work by Salmon et al.
(1976). The statistical subgrid scale tendency driven by the ETI is
thought to occur due to the difference between the instantan-
eous velocity field and the velocity field of the ocean’s defined
equilibrium state. An estimate of the force generated by the ETI
effect is 0.1–1 N/m2 (Holloway, 1992), which is as large as or even
larger than the typical wind stresses thought to be a dominant
driving mechanism for the ocean. By including the topostress in a
coarse resolution OGCM ((1/4)°),  Holloway et  al.  (1995) were
successful in reproducing a strong cyclonic deep mean circula-
tion in the EJS.

Although the NE is effective, NE parameterization has limita-
tions. It assumes an eddy-driven flow as a steady state, but deep
flows in the real  ocean are never  in a  steady state.  Moreover,
barotropic  forcing  generated  by  the  NE  governs  circulations
throughout the water column, while flows in the EJS deep layer
show quasi-barotropic features (Kitani, 1987; Takematsu et al.,
1999).

Greatbatch (1998), and Greatbatch and Li (2000) (hereafter
GL) proposed a new parameterization for the form drag working
along the isopycnal surface, following ideas of Gent and McWilli-
ams (1990) (hereafter GM90). The difference is that GL incorpor-
ate the stress from the bottom topography, whereas GM90 neg-
lect the bottom stress.

Our purpose in this study is to describe how well the deep
mean circulation and the seasonal variability of the EJS deep lay-
er are simulated when using an OGCM with appropriate para-
meterizations. This paper is organized as follows. Section 2 de-
scribes the features of an ocean model and parameterizations.
The results of  numerical experiments are then presented and
compared with observations in Section 3. Summary and discus-
sion are presented in Section 4.

2  Japan/East Sea ocean model and observational data

2.1  General setup of a numerical model
The ocean model used in this study was developed at the Re-

search Institute for Applied Mechanics (RIAM) at Kyushu Uni-
versity (Lee et al., 2003) and is called as RIAMOM (RIAM Ocean
Model). The RIAMOM is a three-dimensional z-coordinate ocean
circulation model with hydrostatic and Boussinesq approxima-
tions  and  an  Arakawa  B-grid  (Mesinger  and  Arakawa,  1976).
Free-surface primitive equations are solved in the model. The RI-
AMOM implements a momentum advection scheme that allows
slant  advection  at  the  lateral  boundary  (Ishizaki  and  Motoi,
1999).  This  model  also  uses  an  improved  tracer  advection
scheme called the modified split quadratic upstream interpola-
tion  for  convective  kinetics  scheme  (MSQUICK;  Webb  et  al.,
1998). For the upper ocean mixed layer, it also incorporates the
scheme proposed by Noh (1996).

The topography is extracted from the world digital elevation
model ETOPO5 (NCAR, 1989) for deeper regions (below 500 m)
and from Sungkyunkwan University (SKKU) 1 min data manu-
ally digitized from the marine chart (Choi et al., 2002) for shal-
lower regions (upper 500 m). A maximum depth of 3 640 m is as-
sumed in the simulations. The model covers the entire EJS from
33° to 52°N latitude longitude and from 126.5° to 142.5°E (Fig. 1).
The horizontal grid interval is (1/6)° in both latitudinal and lon-
gitudinal directions. The number of vertical levels is 46 and the
vertical grid intervals vary from a minimum of 15 m at the sur-
face to a maximum of 200 m at the deepest grid.

The values of all constants used in the model are given in Ta-

ble 1. In a finite difference formulation in OGCM, AH should be
chosen sufficiently large to prevent a false computational space
oscillation from appearing in the numerical solution (Takano,
1974). The numerical value for AH is based on convergence tests
made by Wallcraft et al. (2005). The coefficient of harmonic hori-
zontal and vertical eddy viscosity, AH and AV are assumed to be
constant;  the value of AH=1.0×106  cm2/s has been used in the
simulations, and the same value for horizontal diffusivity. For the
vertical eddy viscosity AV, 1.0 cm2/s is adopted following previ-
ous EJS model study performed by Seung and Yoon (1995).

 

 
Fig. 1.  Model domain and topography of (1/6)° resolution.
Contours indicate bottom topography with 1 000 m inter-
val. Black and white arrows indicate inflow and outflow
boundary, respectively.

 
The  model  has  two  inflows  in  the  Tsushima/Korea  (T/K)

Straits. One is the Jeju Strait and the other is the cross-section
parallel to the latitude line connecting the southern part of Jeju
Island to the west coast of Kyushu. There are also two outflows,
the Tsugaru Strait and Soya Strait (Fig. 1). The monthly volume
transports through the T/K Straits is taken from Takikawa and
Yoon (2005). The outflows through the Tsugaru and Soya Straits
are assigned 65% and 35% of the inflow transport, respectively.

The wind stress fields used in this study are taken from the
European Centre for Medium-Range Weather Forecasts (ECM-
WF)  operational  forecast  model  output  with  a  resolution  of
0.562 5° for the period between 1992 and 1999. The model sea
surface  temperature  and  sea  surface  salinity  are  restored  to
monthly averaged climatology values using a Newtonian restor-
ing time of five days. The sea surface temperature was provided
by Minobe et al. (2004) who used an optimal interpolation tech-
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nique to reproduce a seawater temperature dataset of the EJS’
upper 400 m from 1930 to 1996. Climatological monthly averages
from 1987 to 1996 were used. Since the influence of salinity vari-

ation is greater at lower temperatures, this study used a Russian
sea surface  salinity  dataset,  provided by  Luchin et  al.  (2003),
rather than Japanese or Korean data.

Table 1.  Model experiments and parameters setup

CASE   AH/cm2·s–1 AV/cm2·s–1 Time step L/km ·/cm2·s–1

NE NE1         5 –

  NE2         6 –

  NE3         7 –

      1.0×106 1.0 40 s    

GL GL1         – 1×105

  GL2         – 2×105

  GL3         – 3×105

2.2  Parameterizations of the roles of mesoscale eddies in mean
flow
This  study adopts  first  the  parameterization suggested by

Holloway (1992). His idea is that ETIs generate entropy, which
makes  a  system  tend  towards  an  equilibrium  (maximum  en-
tropy) state.

Ã¤ = ¡f L 2H

A Hr2
h ( ¡ ¤)

Ã¤

Holloway (1992) defines a stream function representing an
equilibrium state as , where H  is the bottom topo-
graphy, f is the Coriolis parameter, and L is a scale factor. Then,
the horizontal velocity u  is replaced by u-u* in the horizontal
viscosity  term,  ,  where  u*  is  obtained  from  the
stream function  such that the horizontal velocity u is restored
to an equilibrium velocity u*.

Holloway (1992) also suggested that L corresponds to a length
scale characterizing eddy vorticity, and numerical experiments
using quasi-geostrophic models appear consistent with this iden-
tification (Eby and Holloway, 1994; Holloway et al., 1995). L  is
usually given a simple value in marginal seas. In practice, Hollo-
way et al. (1995) prescribed L to vary from 4 to 6 km in the coarse
resolution EJS model. This study tests three cases wherein each
case has a constant L from 5 to 7 km (Table 1).

Greatbatch (1998) and GL suggested an ETI parameterization
in terms of a potential vorticity approach. Mesoscale eddies in-
duce pressure variations as well as height variations along iso-
pycnal surfaces. The covariance of pressure and height acts as a
stress acting on an isopycal surface. GL named the stress due to
mesoscale eddies as eddy stress—a kind of form drag working on
an isopycnal surface. They parameterized eddy stress following
the idea of GM90. GL is distinguished from GM90, in which stress
is neglected by incorporating the form drag (stress) from the bot-
tom topography against the water lying over it. The details of the
GL parameterization are described in Appendix.

2.3  Numerical model experiment setup
Numerical model experiments are conducted for three cases:

without parameterization (WP), with the NE, and the parameter-
ization of GL. To examine the most appropriate empirical para-
meter, the NE and GL cases are run using three different scenari-
os, respectively (Table 1). Each case is integrated over 30 years
from an initial state at rest. The last one-year data is used for ana-
lysis.

The simulated results are vertically averaged from 800 m to
bottom to investigate the mean flow field in the EJS deep layer,
under the approximation that the EJS deep layer under 800 m is
quasi-homogeneous and ventilation from surface and intermedi-
ated water is negligibly small (Senjyu and Sudo, 1996; Takematsu
et al., 1999).

2.4  Observational data
In order to evaluate reproducibility of simulation results, this

study referred Lagrangian trajectories and Eulerian long-term
direct current measurements which had been conducted in the
EJS deep layers. Both data were handled and provided by Choi
and Yoon (2010). During 1999–2006 the deep circulation is sur-
veyed by 38 PALACE floats of the Office of Naval Research (ONR)
Japan/East Sea project (Danchenkov et al., 2003) and 27 APEX
floats of Meteorological Research Institute (METRI) under the
ARGO project. 4 632 displacement velocities were obtained from
the float trajectories at parking depth of 800×103 Pa, then the ir-
regularly distributed displacements are re-gridded onto regu-
larly spaced grids of (1/6)°×(1/6)° (provided in Fig. 11d for com-
parison with simulations). An average value at a regularly spaced
grid  point  is  calculated  by  nearest-neighborhood  method
(Wessel and Smith, 1998). The Eulerian long-term direct current
measurements  were conducted in  the deep basins  of  the EJS
between 1993 and 2003. The descriptions on the mooring data
are  listed in  Table  2.  Random uncertainty  and tides  were  re-
moved by a 3-sigma quality control method and 24-h tide killer
filter (Hanawa and Mitsudera, 1985), respectively.

3  Results

3.1  Effects of horizontal grid interval on model results
This study first evaluate the effect of horizontal resolution by

comparing  our  model  results  with  the  extra-fine  resolution
((1/36)°) model results by Kim (2007) (hereafter EF).  Figure 2
shows correlations between the annually averaged model velocit-
ies and the velocities obtained by moored current meters. The
correlation between the WP and current meter velocities is al-
most zero. The correlation between the EF and current meter ve-
locities slightly increases to 0.16. The magnitude of the velocity in
the EF model results increases, with a magnitude of the mean ve-
locity approximately 1.5 times larger than in the WP case. The
maximum velocity in the WP is only 1.75 cm/s, whereas that in
the EF is 3.79 cm/s. Differences in the current direction between
the model and the observed velocities are also shown (Fig. 3).
The averaged difference in current direction in the WP case is ap-
proximately 1.4 times larger than in the EF model results.

Annually  averaged  deep  mean  current  velocity  fields  (at
depths of 1 000, 2 000 and 3 000 m) for EF are shown in Fig. 4.
Two major features are found in EF’s deep mean current fields.
First, the deep mean currents basically follow the f/H contours,
as seen in Fig. 5. Second, the current structure at each depth is
strongly coherent, suggesting that the deep mean circulation in
the EJS is barotropic or quasi-barotropic. These features corres-
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Table 2.  Summary of current meter data. Each column indicates: observation name (mooring), mooring site (site), north latitude (lat),
west longitude (lon), current meter depth (depth), and observation periods (from start time (start) to end time (end)), respectively

Mooring Site Lat/(°) Lon/(°) Depth/m Start End

Khromov M1 43.72 137.91 1 000/2 000/2 500 Aug. 1993 Jun. 2001

  M2 40.69 136.24 1 000/2 000/2 600 Aug. 1993 Jun. 2001

  M3 41.33 134.36 1 000/2 000/3 000 Aug. 1993 Aug. 1996

  M4 41.30 132.40 1 300/2 100/2 900 Jul. 1994 Aug. 1995

  M5 39.63 132.42 900/1 900/2 400 Jul. 1994 Aug. 1996

  M6 42.42 133.56 800/1 800/2 400 Aug. 1995 Jun. 2003

  MK 41.00 133.50 1 000/3 000 Jul. 2000 Jul. 2001

  MS 41.25 132.20 1 700/2 500/3 200 May 1999 Jul. 2001

  P1 40.11 133.32 1 000/3 000 Aug. 2000 Jul. 2002

  P2 40.50 134.99 1 000/2 500 Aug. 2000 Jul. 2002

  PS 41.24 132.34 1 000/2 800 Jul. 2000 Jul. 2001

Kakuyo A3 36.38 134.92 400/600/700 May 1995 May 1997

  B2 37.43 135.66 1 000/2 500 Jun. 1999 Jun. 2000

  B4 37.99 135.04 1 000/2 000 Jun. 1999 Jun. 2000

  C5 37.34 133.64 1 000/1 400 Jun. 1999 Jun. 2000

  C9 38.65 133.66 900/2 000 Jun. 1998 Jun. 2000

  D6 36.35 132.13 1 000/1 400 Jun. 1998 Jun. 2001

  E5 38.33 136.50 1 000/2 000 Jun. 2002 Jun. 2003

  G4 37.54 132.32 1 500 Jun. 2002 Jun. 2003

  K6 37.99 135.04 1 000/2 000 Jun. 2002 Jun. 2003

  K7 37.35 133.64 1 000/1 500 Jun. 2001 Jun. 2002

  Y 37.43 135.66 1 000/2 500 Jun. 2000 Jun. 2001

  Y1 37.64 134.79 800/1 800/2 800 Jun. 1997 Jun. 1998

  Y2 37.66 135.36 700/1 800/2 800 Jun. 1997 Jun. 1998

  Y3 38.04 135.06 800/1 900/2 800 Jun. 1997 Jun. 1998

  Y4 37.41 135.66 1 700 Jun. 1998 Jun. 1999

Melville R1 37.72 129.62 1 200 Jun. 1999 Jun. 2001

  R2 37.75 129.95 1 600 Jun. 1999 Apr. 2001

  R3 37.66 130.40 1 600 Jun. 1999 Jul. 2001

  R4 37.72 132.20 2 500 Jun. 1999 Jun. 2001

  R5 37.47 129.96 1 500 Jun. 1999 Jul. 2001

  R6 37.24 130.67 2 200 Jul. 1999 Jun. 2001

  R7 36.86 130.05 2 200 Jun. 1999 Jul. 2001

  R9 36.13 130.15 1 500 Jun. 1999 Jun. 2001

  RN 36.28 131.50 1 800 Jun. 1999 Jun. 2001

  RS 36.12 131.50 1 500 Jun. 1999 Jun. 2001

Oshoro IS 40.61 139.36 300/2 100 Apr. 1994 Apr. 1995

Hokusui HU 42.50 139.17 400/700/2 200 Jun. 1998 Jun. 1999

pond  well  with  the  observed  features  shown  in  past  studies
(Hirose et al., 2007; Takematsu et al., 1999; CY10).

3.2  Empirical parameter tests
Three model experiment cases are conducted to find the most

appropriate empirical parameters in the NE and GL runs (Table
1). As addressed in Holloway et al. (1995), the empirical paramet-
ers for ETI makes up errors in forcing and is dependent upon
model resolution and parameters.  Therefore the parameter L
should have different values in each model. Comparisons of velo-
city magnitudes in each case, as well as mooring observations,
are shown in Figs 6 (NE) and 7 (GL), respectively. Among the NE
cases,  NE3  shows  the  highest  correlation  (0.77)  between  the
model  and the mooring observations,  as  compared with NE1

(0.61) and NE2 (0.72). In the GL experiments, the GL2 correla-
tion (0.80) is higher than the others (0.70 for GL1 and 0.78 for
GL3).

·

The differences in the current direction between the simu-
lated and the observed velocities are shown in Figs 8 (NE) and 9
(GL), respectively. The angular differences in the NE3 and GL1
cases are 26.13° and 16.68°,  respectively,  which represent the
smallest differences among each series of the experiment. On the
other hand, the empirical parameters L (NE) and  (GL) primar-
ily influence the magnitude of the current velocity. In both cases,
variations in the current direction differences among the cases
are quite small compared with variations in the differences in
magnitude. Therefore, this study adopts magnitude as the main
criteria and selects the NE3 and GL2 cases for analysis. Hence-
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Fig. 2.  Correlations of simulated velocity magnitudes with mooring current velocities for the WP (a) and the EF (b), respectively. a 
is the slope of regression line, and γ represents the correlation coefficient, respectively.

 

 
Fig. 3.  Distributions of differences in current direction between simulated results and mooring current velocities. a. Results from
the WP case and b. from the EF. σ indicates the average of difference values.

 

forth, NE3 and GL2 are referred to as NE and GL, respectively.
Note that the parameter L of 6 km is the upper value of the range

suggested by Holloway et al. (1995) (L  is 4 to 6 km) for the EJS
simulation.

In all cases with parameterizations, correlations of the velo-
cities become dramatically higher, compared to the WP correla-
tions. In addition, both the magnitude and the differences in cur-
rent direction are much better in the WP and the cases with para-
meterization than those using the EF model results.

3.3  Comparison between the observations and model results
Comparisons between the moored current meter velocities

and the model current velocities are shown in Fig. 10. The NE
and GL cases show much better agreements with observed velo-
cities compared to the WP. The IS site (40.61°N, 139.36°E), south-
west of Hokkaido on a steep slope, shows quite good agreements
between the model and observation results in the NE and GL
cases. Also, both parameterized cases show almost exactly the
same  direction  as  the  observations  at  the  HU  site  (42.5°N,
139.17°E), west of Hokkaido. The vector correlation of Crosby et
al.  (1993)  is  adopted  to  determine  the  degree  to  which  the
moored current data and the model results correspond. The cor-
relation coefficients are 0.60 (WP), 0.80 (NE), and 0.84 (GL) for
the northern EJS, and 0.38 (WP), 0.43 (NE), and 0.43 (GL) for the

southern  EJS.  Not  surprisingly,  the  vector  correlation  results
between the mooring observations and the parameterized simu-
lations (NE and GL) are very similar to those between the moor-
ing observations and the Array for Real-time Geostrophic Ocean-
ography (Argo) float velocities (0.80 and 0.42 for the northern and
southern EJS, respectively, in CY10).

For every case of the correlation analysis, the GL is superior to
the other cases. In contrast, the NE case correlates poorly with
the Argo float velocities, and the correlation in the northern EJS is
even smaller than that in the southern EJS.

Given the good agreements of the parameterized model cases
with the mooring observations, the model results are also com-
pared with the Argo float displacement velocities in the areas
where sufficient observational velocities are available.  Vector
correlation coefficients between the Argo float displacement ve-
locities and the simulations are 0.40 (WP), 0.34 (NE), and 0.63
(GL) for the northern EJS, and 0.18 (WP), 0.36 (NE), and 0.42 (GL)
for the southern EJS. The GL model results in the northern EJS
yield the highest correlation.
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Fig. 4.  Annual average of horizontal current velocity fields
obtained from the EF at 1 000 m (a), 2 000 m (b), and 3 000
m (c) depth, respectively. 

 

 
Fig. 5.   Ambient potential vorticity (f/H) contours in the
EJS. Solid lines indicate larger values than 30×109 m–1·s–1,
with contour interval of 20×109 m–1·s–1. Dashed lines indic-
ate smaller than 30×109  m–1·s–1, with contour interval of
1×109 m–1·s–1. 

3.4  Deep current fields in the numerical models
The model current fields averaged over the deep layer from

800 m to the bottom for the WP, NE, GL cases and Argo displace-
ment velocities are shown in Fig. 11. In the WP, the deep current
velocities are no stronger than 2 cm/s, and the deep circulation
pattern in the Japan Basin (hereafter JB) does not correspond
well with the observed velocity field (Fig. 11d). The deep currents
in the WP case are very weak,  suggesting that neither surface
wind stress nor thermohaline forcing, known to be a major driv-
ing force of the ocean circulation, drive the deep layers directly.

In  the  NE  case,  several  significant  features  different  from
those in the WP are found. The NE deep current velocities are
much stronger than those in the WP. Strong deep current flows
follow along the steep slope regions in the three basins and agree
well with observations. Strong southward currents along the east
Korean coastal areas that then turn into the Ulleung/Tsushima
Basin (hereafter UTB) are reproduced, which have also been ob-
served (Senjyu et al.,  2005; Teague et al.,  2005) and simulated
(Holloway et al., 1995). It should be noted that circulation in the
southern basins (the UTB and Yamato Basin (hereafter YB)) are
cyclonic in contrast with the WP results. These flow patterns per-
sist over all seasons. Although the NE shows dramatic improve-
ments in the deep current simulation, there are important fea-
tures that still differ from the observational data. In the JB interi-
or, especially in the region deeper than 3 000 m, neither the cir-
culation pattern nor the velocity magnitude is in good agreement
with observations. The NE model results show the maximum ve-
locity magnitude to be only a few cm/s in the JB interior where
are areas of mild topographic gradient.

In the GL case, the overall structure of the deep circulation is
in good agreement with the observations (CY10; Danchenkov et
al.,  2003). Even in the JB interior, and especially in the region
deeper than 3 000 m, the circulation pattern and the velocity
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Fig. 6.  Correlations of simulated velocity magnitudes with
mooring current velocities for NE1 (a), NE2 (b), and NE3
(c) case, respectively. α is the slope of regression line, and γ
represents the correlation coefficient, respectively.

 
Fig. 7.  Same as Fig. 6 except for GL1 (a), GL2 (b), and GL3
(c) case, respectively.
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Fig.  8.   Distributions of differences in current direction
between mooring current velocities for NE1 (a), NE2 (b),
and NE3 (c) case model velocities, respectively.  indic-
ates the average of difference values.

 

 
Fig. 9.  Same as Fig. 8 except for GL1 (a), GL2 (b), and GL3
(c), respectively.

 

magnitude are in good agreement. GL model results show the
currents in the JB interior to have strong velocity magnitudes (ex-
ceeding 6 cm/s) which are correspond with observed data (Fig.
11d).

3.5  Volume transport
Vertically averaged velocity fields from 800 m to bottom are

inverted to obtain the geostrophic stream function in the EJS
deep layer solving the Helmholtz equation as 
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Fig. 10.   Comparison between annually averaged moor-
ing current velocities at each site (black arrows) and mod-
el results (outlined arrows) obtained from the WP (a), NE
(b), and GL (c) case, respectively.

 

r2Ã = (hv)x ¡ (hu)y ; (1)

Ãwhere  is the stream function, h is the depth from 800 m to bot-
tom, and (u,v) is the vertically averaged velocity from 800 m to
bottom, respectively. Note that the deep layer from 800 m to bot-
tom is approximated to be closed and non-divergent in vertical.
Figures  12–15  show  annual  mean  stream  functions  for  Argo

(provided by CY10), WP, NE, and GL, respectively. Although a
basin wide cyclonic gyre in the JB,  with the volume transport
much larger than those in the southern basins, is a common fea-
ture in each case,  significant differences among the cases are
found in the structure and magnitude of the volume transport
stream functions. The maximum transport in each case is 2.2×106

m3/s in WP, 7.1×106  m3/s in NE, and 10.1×106  m3/s in GL. The
maximum transport in the GL, which is approximately five times
larger than that of the WP, agrees quite well with the observed
transport of 10.2×106  m3/s (Fig. 12). The position of maximum
transport (core of the gyre) in the WP and NE cases is in the west-
ern JB, while that of the GL is located at around (41.5°N, 137.5°E),
which  is  fairly  close  to  the  observed  position  (Fig.  12;  42°N,
138°E). It should be noted that the GL circulation pattern shown
by the stream function in the JB is also in quite good agreement
with the observed feature shown in Fig. 12.

The circulations in the UTB deep layer are cyclonic in both
the NE and GL cases. In the GL case, the anti-cyclonic eddy field
centered at (38°N, 131.2°E) is found around Ulleung Island. A
corresponding anti-cyclonic eddy is found in the observational
analysis (Fig. 12), although the transport volume of the anti-cyc-
lonic eddy by the GL simulation is only approximately 40% of the
observed volume (0.37×106 m3/s for the GL and 0.97×106 m3/s for
the observational analysis). The anti-cyclonic eddy is very weak
in the NE.

Teague et al. (2005) calculated 0.68×106 and 0.38×106 m3/s as
the inflow/outflow transports, respectively, integrated from 250
m to the bottom through the Ulleung Interplain Gap (UIG) from a
(1/32)° NLOM model result. In the WP, no significant flow is seen
in the UTB stream function (Fig. 13b). The flow structure in the
UTB stream function in the NE case differs to a fair degree from
that of the (1/32)° NLOM results, which suggest that the inflow to
the UTB is mainly through the UIG and the outflow is divided in-
to  two  routes—the  western  and  eastern  Dok  Island  channels
(Teague et al., 2005). The major inflow to the UTB in the NE is the
western channel of the Ulleung Island and the major outflow is
through the UIG. The inflow and outflow through the UIG below
800 m (250 m) in the NE are 0.1×106  m3/s (0.14×106  m3/s) and
1.2×106 m3/s (1.68×106 m3/s), respectively, yielding a net outflow
transport of 1.1×106 m3/s (1.54×106 m3/s). In the GL, inflow and
outflow below 800 m (250 m) through the UIG are 0.7×106 m3/s
(0.98×106 m3/s) and 1.1×106 m3/s (1.54×106 m3/s), respectively,
showing a significant similarity in the inflow transport to that in
the CY10 (0.7×106 m3/s, below 800 m) and the inflow also reason-
ably correspond to Teague et al. (2005) (0.68×106 m3/s, below 250
m).  Moreover,  the major  inflow in the GL is  through the UIG
channel, agreeing well with the Argo analysis (Fig. 12) and with
Teague et al. (2005). The large outflow through the UIG in the GL
simulation seems to be due to the very small number of grids in
the eastern channel of Dok Island.

The flow patterns in the UTB obtained by the two parameter-
ization methods do not consistently correspond well with ob-
served features. The simulated circulation is cyclonic throughout
the year, while the flow field obtained from the analysis of obser-
vational data (Fig. 12) shows a more complex structure similar to
that of Teague et al. (2005).

Both the NE and the GL cases show a basin-wide cyclonic cir-
culation in the YB all year around, while the WP shows a basin-
wide anti-cyclonic circulation in the YB. The maximum transport
values in the YB are 2.1×106  m3/s (NE) and 3.4×106  m3/s (GL),
while that for the WP is very small (< 0.4×106 m3/s).
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Fig. 11.  Annual mean of velocity filed in the deep layer (800 m to bottom) for the WP (a), NE (b), GL (c) case, and regridded Argo
displacements (d). Vectors are plotted every (1/6)°.

 
3.6  Seasonal variation of deep circulation

The monthly variations in the simulated maximum transport
values are shown in Fig. 16. The GL shows a seasonal variation
that strengthens in winter and weakens during summer to fall,
which corresponds well to the seasonality of the observed velo-
cities  that  intensified  from  late  winter  to  early  spring  and
weakened toward summer (CY10; Takematsu et al., 1999). The
NE shows a seasonal variation similar to that of the GL, but the
amplitude is weaker. The WP shows a weak seasonal variation
compared with the other two, but with two maxima in May and
November.

The  seasonal  variability  of  the  monthly  averaged  velocity
magnitudes in the EJS deep layer for the northern EJS (>40°N)
and southern EJS (< 40°N) are shown in Fig. 17. The monthly and
spatially averaged velocity is defined as follows:

¯̄̄!
U
¯̄̄
=

R x
0

R y
0

R 0
z

R t
0

¯̄̄!
u (x ; y; z; t)

¯̄̄
dxdydzdt

V ¢ T
; (2)

¯̄̄
!
u (x ; y; z; t)

¯̄̄
where  is the magnitude of the current velocity, V is

the volume, and T is the month. The GL shows similar seasonal
variability  with  that  of  observed  maximum  transports  in  the
northern EJS, while the NE maximum transports scarcely change
at all. This is easily understood considering that the NE paramet-
erization of topostress does not change in time. For the southern
EJS, no significant seasonal variations are found in any of the
cases, which correspond with the observed transport changes.

Compared to the monthly average of the observational ana-
lyses, the GL case shows the most similar seasonal variations in
both the northern and southern EJS. The annual means of the
spatially averaged velocities in the GL are 2.25 and 2.11 cm/s for
the northern and southern EJS, respectively, while those of the
Argo floats (moored current meters) for the northern and south-
ern EJS are 2.85 (3.22) and 2.22 (1.79) cm/s, respectively (CY10).
Note that in the southern EJS, the GL and NE show similar velo-
city average values.

10 CHOI Youngjin. Acta Oceanol. Sin., 2015, Vol. 34, No. 7, P. 1–18  



 

 
Fig. 12.   Transport streamfunction from Argo float
displacements for the EJS (contour interval is 1×106

m3/s  (<0)  and  0.5×106  m3/s  (>0)  (a),  for  the  UTB
(contour interval is 0.2×106 m3/s) (b), and for the YB
(contour interval is 0.3×106 m3/s) (c), respectively. 

 
Fig. 13.  Same as Fig. 12 except from the simulation results
(WP).
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Fig. 14.  Same as Fig. 12 except the NE.

  

 
Fig. 15.  Same as Fig. 12 except the GL.

 
3.7  Topostrophy and surface current fields

Topostrophy is  a scalar index proposed by Merryfield and
Scott (2007), and has been used to quantitatively estimate the to-
pographic effect for flow (Maltrud and Holloway, 2008; Holloway,
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2008;  Holloway  and  Wang,  2009;  Penduff  et  al.,  2010).

Topostrophy is defined as , where  is the Coriolis

vector,  is the velocity vector, and  is the gradient of total
depth.

From the definition, topostrophy is identified by the product
of the Coriolis velocity and the slope of the topography. There-
fore, the topostrophy will become larger when a current flows
with its  shallower regions to  the right  in  the Northern Hemi-
sphere. An upslope flow has zero topostrophy. In addition, the
steeper the bottom slope, the larger the topostrophy. Followingr¯̄̄

f £ !
u
¯̄̄2 ¯̄̄
rH

¯̄̄2Holloway  (2008),  the  topostrophy  χ  is  normalized  by

 so that χ has a value between –1 and 1.

 

 
Fig. 16.  Seasonal change of the maximum transport val-
ues for three simulation cases. Each line indicates the WP
(solid), NE (dashed) and GL (circled), respectively. The
descriptions in the legend indicate “the case name (annu-
al average of maximum transport/annual amplitude)”.

 
Figure 18 shows the topostrophy calculated from annually av-

eraged  velocity  fields  of  the  WP,  NE,  and  GL  cases.  The
topostrophy at each grid point is binned according to its depth
and the bottom depth of the grid point. The horizontal and ver-
tical axes indicate bottom depths and grid depths, respectively.
For the WP case, the topostrophy χ is no larger than 0.9 for all re-
gions and all depths. The largest value is shown around a bottom
depth of 2 600 to 3 000 m where a relatively strong transport in-
duced by wind stress is observed (Fig. 13). Note that in the EJS,
only the JB has topography deeper than 2 500 m (Fig. 1). From
both the observations (Holloway, 2008) and the numerical mod-
el  results  (Merryfield and Scott,  2007;  Maltrud and Holloway,
2008), the topostrophy shows a bottom-intensifying tendency.
However, topostrophy in the WP case shows smaller or even neg-
ative values near the bottom.

The NE case shows a clear tendency for topographic control
and bottom intensification in the intermediate and deep layers.
However,  even  in  the  surface  and  thermocline  layers,  the
topostrophy shows very large values (>0.8), which indicates that
the flow is mostly controlled by the ETI parameterization, ignor-
ing other physical processes. In the regions where bottom depths
are  deeper  than  3  000  m,  equivalent  to  the  JB  interior,  the
topostrophy is  much smaller than in other regions due to the
weaker currents and smaller topographic gradients (Figs 11b and
14).

Overestimates of the ETI by the NE and GL simulations are
shown in Fig. 19, which illustrates the surface current fields from

the WP, NE, and GL cases. In the NE and GL simulations, a cyc-
lonic flow along the surrounding coasts dominates the circula-
tion in the EJS, and the East Korean Warm Current (EKWC) sep-
arates around the 36°N, while the WP simulation shows reason-
able  separation  latitude  (38°N).  The  NE  shows  the  currents
around  the  Yamato  Rise  (YR)  running  along  the  topography;
however, in the GL, the currents do not strictly run along the to-
pography of the YR.

4  Summary and discussion
Numerical  model  simulations with ETI  parameterizations

were successful in reproducing most of the observed features of
the deep mean current in the EJS, which are expiscated in CY10.
The results of our simulation study are summarized as follows.

(1)  The  ETI  parameterizations  (NE,  GL)  dramatically  im-
proved the model’s performance in the deep layer, which suc-
cessfully produced the cyclonic mean currents following the f/H
contours. The EF model, which has an extra-fine grid scale and
consumes a great amount of  computational resources,  shows
weaker cyclonic currents than the ETI parameterization cases.
Moreover, it shows an unusual anti-cyclonic eddy in the eastern
JB.

(2) The velocities from both the profiling floats and the para-
meterized simulations are highly correlated with the moored cur-
rent meter data (greater than 0.8). However, in the southern EJS,
they showed poor vector correlation (approximately 0.4).

(3) The numerical simulations could not reproduce the de-
tailed circulation structure of the UTB, described in CY10 and
Teague et al. (2005).

(4)  The GL simulation showed approximately  30% annual
range of seasonal variability in the mean deep velocity in the JB,
which agrees quite well with observational analysis. This sug-
gests that the seasonal variability in the deep layer of the JB is
strongly connected with eddy activities that interact with the bot-
tom topography. The deep circulation in the UTB was not well re-
produced in the GL case, however, suggesting that dynamics oth-
er than ETI may also play important roles in the UTB deep circu-
lation.

The good agreement between the observed data and numer-
ical model results detailed above tells us that the mesoscale ed-
dies in the EJS play a major role in driving the deep mean cur-
rents in the EJS. Since the EJS has been described as a miniature
world ocean (Kim and Yoon, 1996; Kim et al., 2001), successful
simulations that include ETI parameterizations for the EJS deep
layer can be applied in the global ocean in areas where meso-
scale eddy activity is very high.

ETI results from an intrusion by the topography on the poten-
tial vorticity of the barotropic or quasi-barotropic flow. Thus, a
higher potential vorticity gradient generates stronger deep mean
currents (Hogan and Hurlburt, 2000; CY10). In the JB, the deep
layer, below about 500 m, is occupied by the Japan Sea Proper
Water (JSPW) and the vertical length of the JSPW uniform water
mass is greater than 3 000 m. In the UTB, however, a strong sur-
face current (EKWC) and the Ulleung Warm Eddy (UWE) vertic-
ally  penetrate  to  depths  below  250–300  m  (Isoda  and  Saitoh,
1993; Shin et al., 2005), and consequently, the vertical scale of the
quasi-barotropic layer is no greater than 1 500 m. Moreover, a
cyclonic subpolar gyre over the JB flows in a similar direction
with deep cyclonic circulation due to ETI, while the EKWC and
UWE flow in an opposite direction to the ETI mean currents.

The JB interior has small topographic gradients, while those
on the JB periphery are very large. CY10 suggested that the trans-
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ports in the JB interior are as large as those around the JB peri-
phery. The NE model results, which solely depend on the topo-
graphic gradient, show very small transports in the JB interior,
whereas the GL gives similar results to those in CY10. In the deep
layers,  circulation  can  be  controlled  by  small  topographic
changes. A barotropic or quasi-barotropic flow, impinging on an
even small bathymetric change or obstacle, can be steered quasi-
barotropically or induce a Taylor column. Transports by this phe-
nomena are in proportion to the isopycnal thickness of the bot-
tom water mass. For this reason, the EF, with (1/36)° resolution,
cannot reproduce reasonable circulation in the JB interior be-
cause its z-coordinate vertical grid system does not conserve the
isopycnal  potential  vorticity.  Hogan  and  Hurlburt  (2000),
however, showed a strong circulation in the JB interior, similar to
reported observations (Takematsu et al., 1999; Danchenkov et al.,
2003; CY10), using a reduced-gravity model with coarser resolu-
tion (1/32°) than the EF. Therefore, the parameterizations based
on a potential vorticity approach has advantages over z-coordin-
ate simulations of ocean deep plains with small topographic vari-
abilities.

The GL case also provides several advances compared with
the  NE  case  with  respect  to  the  topostrophy:  First,  large
topostrophies are also observed in the JB interior, where bottom
depth is greater than 2 800 m. Second, the effect of ETI is smaller
than that  in the NE case at  the strongly stratified surface and
thermocline layers. Rotating flows within the limits of area with
weak or zero stratification have been investigated by many au-
thors  (Taylor,  1917;  Huppert,  1975;  Chapman and Haidvogel,
1992).  When  there  is  no  stratification  flow  is  independent  of
depth. In most geophysical flows the relative vorticity is far smal-
ler than f, so the flow must follow the f/H, satisfying potential vor-
ticity conservation. With stratification, the effect of topography
drops off with height. The GL case is distinguished from the NE
by the point that the GL generates the eddy-induced transport by
isopycnal fluxes, thus the along-slope direction forcing by the
form drag in the bottom layer fades off near the thermocline. The
GL case shows bottom-intensifying large topostrophy in the re-
gions deeper than 500 m where the bottom depth is greater than
1 000 m, and where the density structure is quasi-homogeneous
(the JSPW). Although the GL shows better vertical structure res-
ults than the NE, both ETI parameterizations for the OGCM are
vulnerable to disturbance of the ETI effects on the surface cur-
rents. Since topography is the only independent variable for the
stream function, which the NE parameterization defines for the
ETI, the ETI-generated flow affects whole water columns. Also,
the GL parameterization overestimates the effect of  the topo-
graphic gradient due to the mode-split  time stepping method
which calculates most of integration using the barotropic mode.
Moreover, its variable vertical grids led to an overestimation of
the bottom boundaries obtained from the topography gradient.
Those factors cause a reduction in the western boundary cur-
rents and an inability to reproduce realistic circulation in the sur-
face layers. A refinement of the vertical grids in the z-coordinate
system might be a possible solution to this problem.

Although Takematsu et  al.  (1999)  noted that  the  seasonal
variation in the EJS deep layer is closely related to eddy variabilit-
ies,  the NE case did not  show significant  seasonal  variability,
while the GL case showed clear seasonality. One of the possible
candidates responsible for generating this seasonal variation is
surface forcing, that is,  wind stress and thermohaline forcing,

which have a seasonal variation similar to that of the deep mean
current.  However,  wind  stress  itself  cannot  directly  induce  a
strong mean current larger than a few cm/s in the deep layer, as
shown in many numerical models, without sufficient resolution
to resolve mesoscale eddies, e.g., Kim and Yoon (1996).

 

 
Fig.  17.   Seasonal change of  the velocity average in the
northern (a)  and southern (b)  EJS for  three simulation
cases. Each line indicates the WP (solid), NE (dashed) and
GL (circled), respectively. The descriptions in the legend
indicate  “the  case  name  (annual  average  of  maximum
transport/annual amplitude)”.

 
If  wind  stress  energy  is  converted  into  mesoscale  eddies

through baroclinic instability as a result of the accumulation of
available potential energy (APE), it might be able to generate a
deep mean circulation. The process of how baroclinic eddies at
the surface transfer energy to the deep layer has been studied by
many authors (Dewar, 1998; Greatbatch, 1998; Greatbatch and
Li, 2000; Hogan and Hurlburt, 2000). Hogan and Hurlburt (2000)
showed the transfer of baroclinic eddy energy at the surface to
the deep ocean, reproducing successfully the eddy-driven deep
mean flow following the f/H contour in the Japan/East Sea using
a primitive four layer model with extra fine horizontal resolution
(<(1/32)°). One possible explanation for this mechanism, pro-
posed by Dewar (1998), is that eddy-driven potential vorticity
fluxes accelerate the deep currents following closed potential
vorticity contours (f/H). Greatbatch (1998) and Greatbatch and Li
(2000) proposed a similar mechanism for the generation of deep
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Fig. 18.  Topostrophy from annually averaged velocity field for the WP (a), NE (b), and GL (c) cases, respectively. Contour interval is
0.05 and shaded section indicate the topostrophy is larger than 0.9.

 

 
Fig. 19.  Annual average of horizontal surface current velocity fields obtained from the WP (a), NE (b) and GL (c), respectively.

 
mean flow, but in contrast to Dewar (1998), focused on eddy-to-
pography interaction.

Actually, the wind stress can act as a forcing to accumulate
APE from late autumn to the end of winter. Cooling, as thermo-
haline forcing in the monsoon season, can also increase APE-in-
ducing convection to an intermediate layer during typical win-
ters in the EJS. The increased horizontal density gradient associ-
ated with the winter convection leads to the increase in APE. The
APE then starts to decrease toward autumn mainly because of
the conversion to kinetic energy due to baroclinic instability, res-
ulting in the weakening of deep mean currents towards autumn
until the monsoon starts again. To support the above hypothesis
on the seasonal  variation of  the deep mean current  from the
viewpoint of APE, this study calculate the seasonal variation of
the APE and the growth rate of baroclinic instability (f/N)dU/dz
(Charney, 1947; Eady, 1949) (Fig. 20) to know whether baroclinic
eddy generation changes in a way similar to the surface forcing.
Both the buoyancy frequency N and the vertical shear of zonal
velocity dU/dz are calculated over the depth of 300 m from the
sea surface using the thermal wind relationship. The author also
evaluated the seasonal variation of APE in the EJS,  which is a
source of energy for baroclinic instability. In a stratified ocean,
APE is the difference between the total potential energy and that
of a reference state, which is dynamically inactive. In this study,
the APE is calculated following the notation of Oort et al. (1989) as

A PE = ¡ 1
2

g
Z
(½¡ ~½)2

(@~½µ=@z)
dV; (3)

½ ~½where  is the local in situ density and  is the horizontal average

@~½µ=@zof in situ density at a local depth. Here,  is the vertical sta-
bility of the horizontally averaged density expressed in terms of
the change in potential density with depth. The temperature and
salinity data for the calculation of the APE and growth rate of
baroclinic instability are provided by Marine Information Re-
search Center (MIRC) of  the Japan Hydrographic Association
(MIRC Ocean Dataset 2005).

Irregularly distributed temperature and salinity data are aver-
aged and interpolated onto regularly spaced grids ((1/6)°×(1/6)°)
by the nearest-neighborhood weighting (Wessel and Smith, 1998)
with 1 degree search radius. The data period used is from 1971 to
2003. Figure 20 shows climatological monthly variations of APE
and  growth  rate  of  baroclinic  instability  in  the  northern  and
southern EJS which are bounded by 40°N. Since the data in the
northern EJS is generally sparse, the calculation in the northern
EJS is  conducted for the region (40°–46°N, 136°–139°E) which
covers most of the eastern JB. The APE and growth rate in the
northern EJS show the seasonal variations with a maximum in
February and minimum in summer which are in good agree-
ment with the seasonal change of the deep mean current. The
APE in the southern EJS does not show significant seasonal vari-
ation, whereas the growth rate in the southern EJS show the sim-
ilar seasonal variation to that of the mean current in the north-
ern EJS, but the amplitude in winter is smaller than that in the
northern EJS. These differences in seasonal changes of APE and
growth rate between the northern and southern EJS might be a
possible reason for the weak seasonal variability of deep mean
current in the southern EJS as well as the geographical differ-
ences between the JB and other basins (UTB and YB) where hori-
zontal extents are much smaller than the JB.
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Fig. 20.  Available potential energy (a) and f/N(dU/dz) calculated from MIRC temperature and salinity data (b), respectively. Solid
and dashed lines indicate the northern and southern EJS, respectively.

 
The  GL  parameterization  adopts  isopycnal  gradients  as  a

driving force in the surface and middle layers. Consequently the
GL  case  is  also  available  to  reproduce  the  baroclinic  driving
mechanism of the deep mean circulation described above. The
NE model, in contrast, is a function of depth and the time-inde-
pendent  function  does  not  formulate  seasonal  variations  in-
duced by the baroclinic process. As a result, the GL case repro-
duces more realistic circulation in this study.
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Appendix:
 

Here, the author introduces the parameterization of the eddy
stress  following  GL.  For  convenience,  Greatbatch  (1998)  as-
sumed the momentum equations reduce to the geostrophic bal-
ance

¡f ¹v = ¡ 1
½0

@¹p
@x

; (A1)

f ¹u = ¡ 1
½0

@¹p
@y

; (A2)

½0where p is the pressure, over-bar denotes averaged values, and 
is representative density for seawater.

These equations can be rewritten in terms of the tracer trans-
port velocity

(U;V;W) = (¹u+ uI; ¹v+ vI; ¹w+ wI) : (A3)

Then Eqs (A1) and (A2) yields

¡f V= ¡ 1
½0

@¹p
@x

¡ f vI; (A4)

f U= ¡ 1
½0

@¹p
@y
¡ f uI: (A5)

uI; vI

Greatbatch (1998) assumes that the eddy-induced transport
velocities  appear as Ekman velocities given by

¡f vI =
1
½0

@X
@z

; f uI =
1
½0

@Y
@z

: (A6)

In the vector form, the eddy-induced transport velocity is ex-
pressed as

I = ¡
1

f ½0
£ @

@z
(X ;Y) : (A7)

Then,

¡f V= ¡ 1
½0

@¹p
@x
+

1
½0

@X
@z

; (A8)

f U= ¡ 1
½0

@¹p
@y
+

1
½0

@Y
@z

: (A9)

The vector (X,Y) appears as a horizontally directed stress act-
ing on the fluid. Greatbatch (1998) refers to (X,  Y) as the eddy
stress which is equivalent with the form drag.

(X ;Y) = p0r½Z 0: (A10)

Then Eq. (A7) can be written as

I = ¡
1

f ½0
k £ @

@z

¡
p0r½Z 0

¢
: (A11)

Following  the  parameterization  by  GM90,  the  eddy  stress
(X,Y) is expressed as

(X ;Y) = ¡½0f ·k £ ; (A12)

·where  is the thickness diffusivity, k is a unit vector in the up-
ward direction, and

= ¡ r¹p
¹pz
= (R ; S) : (A13)

(R ; S) = ¡rh½=½¹z

(R ; S) = r½
¹Z

¹g

The isopycnal slope  is  given in isopycnal
coordinate  by  .  (X,Y)  can  be  rewritten  by  a  geo-
strophic velocity  as

(X ;Y) =
½0f 2

N 2
·¹gz; (A14)

·f 2=N 2

where N is the local value of the buoyancy frequency. Equation
(A14) shows that the eddy stress is parameterized by the vertical
mixing of momentum with a coefficient of .

Using Eqs (A12) and (A13), Eq. (A7) can be written as

I = ¡· z = ¡· (R ; S)z : (A15)

Then Eqs (A7) and (A8) can be written as

¡f V= ¡ 1
½0

@¹p
@x
+ ·f

@

@¹z
fSg ; (A16)

f U= ¡ 1
½0

@¹p
@y
¡ ·f

@

@¹z
fRg ; (A17)

and in a vector form

f £ = ¡½0
¡1rh¹p ¡ ·f £ (R ; S)¹z ; (A18)

where  V=(U,V).  In  conducting  numerical  experiments,  the
second term in Eq. (A18) is just added to the right hand side of
Eq. (A1).

As for the equation of tracers, no parameterizations are incor-
porated to illuminate the effects of the eddy stress on the deep
mean flow through the momentum transfer.

¡rH

For the boundary conditions, (R, S) are set to be zero at the
ocean surface and are identical to the gradient of the topography
( ) at the bottom boundaries.

Regarding the equation for the tracers, no parameterizations
are incorporated to illuminate the effects of eddy stress on the
deep mean flow through the momentum transfer.
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